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Technology plays an increasingly critical role in various supply chains by

endowing products with sought-after capabilities. For these supply chains to

perform, both the creation and the reliable supply of technology are necessary. The

current dissertation consists of three essays related to this theme.

In the first essay the focus is on a supply chain where there is an innovation

opportunity in the upstream supplier. We investigate when the supplier should ask

the downstream manufacturer to invest in the supplier’s innovation in return for
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the procurement contract initiation right. Interestingly, the supplier’s strategy is

contingent on the nature of the innovation such as quality improvement and cost

reduction.

In the second essay, we study business models for the technology provider

that can not only license its proprietary technology but also produce the technology

embedded subsystem. A widely used royalty-driven approach has gotten complicated

in multi-tier supply chains because there are multiple royalty bases. We characterize

the appropriateness of different business models for markets with varying levels of

customer diversity and competitive intensity in the supply chain.

In the third essay, the focus is on when a technology supply chain is more

reliable. We investigate this question in pharmaceutical drug supply chain, where

drug shortages frequently occur due to manufacturing issues. Using the drug

shortage history data between 2010 and 2015, we found that increasing competition

may not monotonically mitigate or prolong the drug shortage recovery time contrary

to common theory predictions. We develop a model and provide a new theory that

can plausibly explain the empirical observations.

In summary, this dissertation makes the following contributions. First, it

shows how firms in a technology supply chain can productize their innovation and

serve lower ends of the market while maximizing profit. Second, it establishes how

technologies can be monetized in a supply chain with powerful intermediaries and

complementary capabilities. Third, this work shows that sufficient competition in

a supply chain is necessary to provide an innovative product to the market in a

reliable manner.

xiv
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Chapter 1

Product Innovation in Technology

Supply Chains

Managers introducing new products with advanced component technologies

frequently face the dual task of managing both revenues and profits. This task is

made challenging, in part, due to the tendency of new technologies to traverse a

sequentially downward path of gradually lowering costs and prices, which limits

their initial availability and affordability, crimping market coverage and revenues.

In this paper, we focus on this product management challenge, show how it is

amplified in a supply chain, and propose a new degree of freedom in a supply chain,

namely innovation investment anchoring, that offers product managers and their

firms the ability to expand market coverage and improve both revenues and profits.

After motivating with a detailed industry field-study, we formally characterize

the problem and show that deliberate choice of the innovation investment anchor

leads to greater investments in innovation, revenues and profits. We compare and

contrast product quality improvement and cost reduction investments in a product

management setting. These findings have subtle, but important, implications for

1
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firms launching innovative products and aspiring to expand product sales and

profits. Specifically, innovating firms in a supply chain should broaden the quest for

an investment anchor, offer them incentives to invest, and finely tune the level of

innovation investment with product qualities, prices, and quantities for increasing

revenues and profits.

1.1 Introduction

Technological advances offer firms and their product managers the op-

portunity to launch new products with additional capability such as intelligent

automation, networking, and advanced data analytics. New component techno-

logies, however, are expensive to develop, test, and produce, which makes them

unaffordable initially to large segments of the market and limiting the developing

firm’s total available market, revenues and profits. Innovating firms and their

managers, on the other hand, are evaluated by their stakeholders/investors on

their market size, revenues, and profits. Breakthrough innovations, such as electric

vehicles and high throughput gene sequencers, traditionally traverse a learning

curve-driven sequential path of gradually lowering costs and expanding market

coverage limiting initial market size and sales (Bhattacharya et al. 2003). This

is partly due to the higher costs of component technologies and also due to the

firm’s desire to segment the market and extract the surplus of the higher-end of

the market, a phenomenon accentuated in a supply chain as we will formalize

later in the paper. However, this pattern of lower initial sales and gradual market

expansion is challenged by the pressure for revenue growth from investors and the

threat of entry of new substitutes, which motivates managers to increase unit sales

by expanding their market coverage.

2
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A product manager’s quest for higher unit sales and profits is hampered by

component technology quality/cost, market segmentation dilemmas, and coordi-

nation issues in a supply chain, which form the focus of this paper. Although it

is evident that vertical integration of supply chain mitigates the aforementioned

issues, downstream manufacturers specialized in integration of components and

sales may lack development capabilities of new software (e.g., data analytics) or

component (e.g., more efficient battery), which make them rely on expert suppliers.

Higher development cost of breakthrough component technologies is particularly

the case for many innovative products such as electric vehicles whose performance

improvement entails significant and non-linear development cost in quality (Mussa

and Rosen 1978; Moorthy and Png 1992) and production cost in manufacturing

scale (Majumder and Srinivasan 2008; Maynard 2014; Hull 2017). As seen in the

next subsection, technology suppliers who specialize in developing these components

often wonder whether the investment might generate a healthy return. Downstream

manufacturers that integrate these components into finished products and sell them

to end consumers might price these innovative products high enough to extract

the surplus of high-end consumers for their own profit maximizations, resulting

in less incentive for the suppliers to invest in innovation. Such lack of component

innovation investment can lower the profits of downstream firms as well. It is

imperative for supply chain firms to develop a mechanism to avoid such a distortion

in innovation investment resulting in reduced unit sales, revenues, and profits.

In this paper, we propose an innovation investment anchoring approach

that helps supply chain partners offset distorted innovation investments due to

misalignment between the partners. A downstream manufacturer that relies on an

upstream supplier’s R&D for quality improvement or cost reduction of the supplier’s

component would find it optimal to go beyond the traditional approach of always

3
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having the upstream supplier invest in the R&D projects. Specifically, the two supply

chain partners may agree in some cases for the downstream manufacturer to anchor

or initiate the upstream R&D investment, in return for receiving additional decision

rights that makes it worthwhile for the downstream firm to do so. Upstream suppliers

also find this approach to be in their best interests as it provides appropriate

incentives for downstream firms to aggressively price their innovative products to

expand unit sales, revenues, and profits. We characterize when this investment

anchoring approach is beneficial for both firms in equilibrium. For the case of

quality-improvement R&D investments, when the component R&D cost is low, both

the supplier and the manufacturer are better off if the supplier is the investment

anchor. In contrast, for high R&D costs, the downstream manufacturer anchoring

the development investment becomes Pareto-optimal. Moreover, we find that the

types of innovation, namely, quality improvement or cost reduction, also impact

the returns from investment anchoring. We first begin with a detailed case example

from an industry field study to frame and ground the problem studied.

1.1.1 Upstream Battery Technology Development

Our study company, Tesla, that designs, assembles and markets electric

vehicles (EVs), offers a good illustration of the underlying issues considered in

the paper. EVs offer a cleaner emission-free alternative to conventional internal

combustion engine-based automobiles. Transportation accounts for 25-30 percent

of U.S. greenhouse-gas emissions, so mass adoption of EVs could not only be a

major source of revenues and profits for automobile manufacturers but also be of

a major benefit to society. However, adoption and growth of the EV market is

constrained by the high price of electric vehicles and cost of batteries for automobile

manufacturers (Bullis 2015).

4
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Studies by scholars of the battery segment of EV supply chain show that

development of battery is fraught with intricate technical challenges relating to

battery chemistry. Over the last decade, the battery segment has been dominated

by a handful of suppliers, most notably Panasonic of Japan which supplied to

major US auto manufacturers. Our interviews indicate that Panasonic may have

been reluctant to invest in battery market both due to the technical challenges

associated with battery chemistry and also due to its concern that it may not be

able to capture the value realized from the innovation because of the role of large

downstream supply chain partners (automobile manufacturers such as GM and

Ford). Some downstream companies like Nissan formed joint ventures with suppliers

such as NEC to foster investments in development and production of batteries.

However, the joint venture approach came with its own challenges resulting in the

disbanding of the joint ventures (Wells 2017).

Tesla chose to actively “partner” with its battery supplier, Panasonic, initially

in the development and more recently in the production of automobile batteries.

During the period of 2008-2014, the partnership was mostly in the development

phase of the battery, resulting in the development of robust lithium-ion batteries

(Tesla 2010). Our interviews with Tesla managers indicate that the partnership was

designed to address Panasonic’s concerns about the attractiveness of the battery

innovation investments. While Tesla did not take the joint-venture approach

adopted by Nissan, it seems to have gone beyond the traditional arms-length

relationship between automobile manufacturers and their suppliers, by actively

collaborating and sharing the cost of development and testing of batteries, which

seems to also have assuaged Panasonic’s concerns and stimulated active component

technology development. Specific details of the contractual relationship between

Tesla and Panasonic are confidential, but our interviews of past and present Tesla

5
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managers shed light on the nature of the discussions which inspire the modeling

approach used in the paper. Since 2008, the storage capacity of Tesla’s battery

packs supplied by Panasonic has nearly doubled and the cost more than halved,

far outpacing the competition and resulting in the market share and market value

expansion of both these companies (Fehrenbacher 2016; Lambert 2017).

The analysis presented in the paper offers technology supply chain partners

additional degrees of freedom on the anchoring of innovation investments that

results in higher-quality products and increased sales and profits through broader

market coverage for such innovations. We now begin with a discussion of the

literature related to our work.

1.2 Literature Review

There exists a substantial body of literature in the Economics and Mana-

gement domains on the investments needed for innovation/R&D and the impact

they engender in terms of social welfare and firm profits. However, most papers

in this stream of literature do not detail who should make these investments in a

network of firms to achieve the best social/economic outcomes. Product innovation

has been a topic of active research interest in the Management Science/Operations

Management literature - one review of this stream is provided by Krishnan and

Ulrich (2001), but most of the literature has tended to be single-firm-centric focusing

on project scheduling and management. There is a small stream of work on the

interactions between product and supply chain design decisions (Ulrich and Ellison

2005; Grahovac and Parker 2003). However, this literature focuses only on how a

single firm should make decisions involving its suppliers, rather than the interaction

between the decisions of firms. Closer to our paper is the work of Bhaskaran and

6
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Krishnan (2009) who study the joint-development of products in a bi-lateral supply

chain context; however, they focus on contractual arrangements between firms that

extend beyond revenue sharing to include the sharing of development cost and

work. In contrast, this paper focuses on understanding the linkage between the

source of innovation investments and the ensuing market coverage in a bilateral

supply chain.

Innovative products exhibiting strong integration of hardware and software

components require the careful modeling of both variable and fixed costs. For

example, our study company, Tesla, incurs both the development cost of attaining

technical capacity to deliver vehicles with a specific battery range as well as

the production cost associated with manufacturing and customer support. The

effects of development cost in isolation have been studied in the vertical product

differentiation literature in Economics - specifically, Shaked and Sutton (1982) and

Bonanno (1986) examine environments in which investment in quality is primarily

associated with development costs. Alternatively, increased product quality may

result in production costs that are convex in product quality as modeled by the

seminal paper, Mussa and Rosen (1978). Krishnan and Zhu (2006) incorporate

both development and quality related production costs within a single firm setting.

Lee et al. (2018a) investigate a three-tier supply chain where technology and final

product are developed separately focusing on the impact of royalty base on the

business model of the technology provider. However, both aforementioned papers

assume that production cost is linear implying that scaling-up production capacity

for innovative products is not an issue. In contrast, this capacity issue is indeed

commonly observed not only in the electric vehicle industry (Maynard 2014; Kessler

2015; Hull 2017) but also other industries (Murai 2014; Lee 2015). Although

increasing marginal production cost has been adopted to model various production

7
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challenges such as scarcity of cheap procuring sources (Tunca and Wu 2009) and

limited farming areas (Holmes and Lee 2012), these studies abstract away product

quality. We differentiate this paper by considering a setting where both production

and development costs are significant to incorporate the common capacity scale-up

challenge for innovative products, which requires more than combining the two

strands of literature.

Suppliers that invest in component technological innovation often wrestle

with the issue of other supply chain participants not making mutually aligned

decisions; as a result, they may under-invest in component technologies. In such

cases, downstream firms, instead of upstream suppliers, may decide to make the

investment to foster innovation. Many papers in marketing and supply chain

management have studied the interaction between firms within a supply chain

and have proposed mechanisms to deal with price-quantity coordination problems

(Jeuland and Shugan 1983; Lee and Staelin 1997; Cvsa and Gilbert 2002). Similar

models have been used to analyze the effect of innovation by one of the firms on its

channel partners. Gupta and Loulou (1998) study how interactions between firms in

a channel affect innovation. Gilbert and Cvsa (2003) analyze the effect of strategic

commitment to price by a supplier to stimulate downstream innovation in a supply

chain. However, this stream of literature deals primarily with prices and quantities

and ignores the decision-making about product quality, which constitutes the

core of product innovation. We address the misalignment/coordination problems,

including investments in quality improvement and cost reduction, in a way that

keeps contracts simple - similar to the approach taken by Jerath et al. (2007) for

aligning marketing and operations efforts within a firm. The optimality of a contract

leader position in a supply network has been examined by Majumder and Srinivasan

(2008), who generalize the notion of double-marginalization from Spengler (1950) to

8
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show that contract leadership affects total supply chain profits. Our paper differs

from Majumder and Srinivasan (2008) in that we go beyond quantity-price decisions

in a supply chain by exploring investment decisions in quality improvement and

cost reduction. We also find that incentive compatibility of optimal leadership

may or may not hold depending on the nature of underlying innovation (whether

it involves quality improvement or cost reduction). Our findings show that cost

reduction increases the total supply chain profit, but does not necessarily increase

a firm’s profit if the firm’s cost is reduced, which is in contrast to the conjecture

provided in Majumder and Srinivasan (2008) for price/quantity decisions.

There is also an emerging stream of literature studying the impact of

the supply chain and organization structure on equilibrium outcomes in static

environments. Bimpikis et al. (2014) use a supply network perspective to show

adverse effects of multi-sourcing in mitigating the aggregate disruption risk. Girotra

et al. (2010) identify optimal organizational structure for the generation of new

product ideas and Roels et al. (2010) study optimal contract types for delivering

collaborative services. Our work, however, is focused on the notion of an investment

anchor position for innovative products, and explores the impact of the investment

anchor on the different supply chain parties as well as social welfare for quality-

improving and cost-reducing innovations.

1.3 Model

We consider a two-tier supply chain that involves the development, pro-

duction and distribution of an innovative product. Critical components are supplied

from an upstream supplier (Tier 1) to a downstream manufacturer (Tier 0) for final

integration, marketing and distribution. For example, in the EV case discussed

9
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above, the battery company represents the supplier, and the EV manufacturer is

considered as the manufacturer, which sells products to consumers whose total mar-

ket size is N . Our stylized model and analysis methodology can be easily extended

to more tiers and supply networks, and key qualitative insights are preserved in

monopolistic settings with deterministic demand.

The quality of the product to consumers is a function of its marketing,

assembly and the quality of the components. For instance, in the case of an

innovative product such as an EV, the quality of a product is a function of its

component performance (such as battery range) and the finished product quality

and marketing (ease of use, safety, reliability, and design attractiveness). Each of

these product features is associated with value added at one or multiple tier(s).

While our model can be extended to the case in which the manufacturer’s

quality also affects the quality of the end product through the use of an appropriate

(e.g., multiplicative or additive) quality functions, we aim to represent a simple, yet

consistent, model that captures the underlying issues of the motivating case of EVs

and other technology-driven products, by focusing on the supplier’s quality; for

example, one of the key hurdles for adoption of EVs under the current technology

is consumer’s range anxiety related to the quality of batteries, or, equivalently, the

quality of components produced at the supplier. In addition, in the electronics

industry, including personal computers and cell phones, one of the key components

that determines the end product quality is the performance of processing units or

chips produced by component suppliers. In other words, we focus on the case in

which a critical product feature limiting market penetration is associated with the

quality of components supplied by an upstream firm. Our approach is similar to

that of Altug and Ryzin (2013), who also consider a problem in which consumer’s

willingness to pay is modeled as a function of the supplier’s component quality,

10
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and the manufacturer does not contribute significant additional value in excess of

what is derived from components themselves. Furthermore, our insights and results

remain valid if a constraining product characteristic is associated with a different

tier within the supply chain, as long as there exists a single primary bottleneck

technology limiting the product’s market penetration.

On the consumer demand side, we follow the traditional vertical differen-

tiation model of quality (e.g., Mussa and Rosen 1978; Moorthy and Png 1992);

specifically, given the product quality Θ, each consumer’s type denoted as α is

uniformly distributed on [0, 1], such that when a consumer of type α purchases a

product with quality Θ at price p, her net utility is U = αΘβ−p with β ≤ 1, which

captures the saturation or decreasing returns to quality. A consumer’s reservation

utility when she purchased none is normalized to zero. Consequently, a product of

quality Θ with price p is purchased by all consumer types with non-negative net

utility, α ≥ α = p
Θβ . Here, α corresponds to the marginal consumer who derives

zero utility. Thus, depending on the product quality Θ, such a product exhibits

market coverage ρ(Θ) = 1−α, and the total market demand becomes N · ρ(Θ).

Our focus on the case in which a key bottleneck technology is at the components

produced by the supplier leads us to the following assumption:

Assumption 1. The product quality Θ is primarily associated with the performance

of the supplier’s component and the quality of the manufacturer is fixed.

On the cost side, we consider both the production cost and the development

cost of innovation. We begin with the following form of production costs:

Assumption 2. For the supplier (Tier 1) being a critical determinant of product

quality, the production cost of delivering q1 units of components with quality Θ is

C1(q1,Θ) =K1Θδθq2
1 with δθ > 1. For the manufacturer (Tier 0), the production
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cost is C0(q0) =K0q2
0 for producing q0 units.

For the upstream supplier that is associated with the key bottleneck techno-

logy, its production cost is increasing and convex in quality Θ as similarly modeled

by Mussa and Rosen (1978) and Gal-Or (1983). Convexity in the quality parameter

(δθ > 1) captures the diseconomies associated with the production of an increasingly

higher quality product resulting from the use of more expensive raw materials or

skilled labor. Moreover, consistent with the Operations/Supply Chain literature

(e.g., Majumder and Srinivasan 2008; Tunca and Wu 2009), we also focus on the

production costs that are quadratic in quantity to incorporate capacity/resource

constraints. Convex production cost in quantity with new innovative products

represents scarcity of talent/resources, diseconomies of scale or the difficulty in

scaling-up production/achieving high yield. If a manufacturing process requires

rare materials (such as dysprosium and terbium for new electric vehicle battery),

the manufacturer uses the cheaper options first and moves to more expensive ones

later resulting in convex production cost in quantity (Tunca and Wu 2009). In

addition, when a substantial manufacturing process development is necessary to

accommodate a new product innovation opportunity, a firm usually experiences

diseconomies of scale or has difficulty in scaling-up capacity implying convex pro-

duction cost in quantity. Our study company, Tesla, presents an illustration of the

production scaling-up challenge for years (Maynard 2014; Kessler 2015; Hull 2017).

Furthermore, this challenge is not unique to the EV industry and is also seen in

the semi-conductor and biotechnology industries. When new types of screens were

required for smartphones, display suppliers had a hard time to scale and stabilize

their manufacturing lines (Murai 2014; Lee 2015). New drug launch and production

ramp up at Genentech shows similar challenges.1 To be general, we also discuss
1https://www.gene.com/stories/how-hard-can-it-be
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the case when the production cost is concave in quantity in Section 6.2, which is

not likely to be the case for the production ramp up of highly innovative products.

The supplier may have an R&D opportunity that entails quality-improvement

or cost-reduction. For the quality improvement case, the firm exerts effort in R&D

to increase the existing stock of product quality Θ to a new level Θ̂ such that

Θ̂≥Θ. If the innovation opportunity is about cost-reduction, the firm exerts R&D

effort to reduce the manufacturing cost by x, specifically, from K1 to K1−x. We

assume the following forms of the R&D cost depending on their types:

Assumption 3. The R&D cost to improve the quality from the existing stock of

product quality Θ to the target quality Θ̂ is γ(Θ̂δD −ΘδD) with δD > 1. The R&D

cost to reduce the component production cost by x is ηx/(K1−x) with η > 0.

The marginal cost of expanding stock of product quality Θ to a new level Θ̂ is

increasing both in the initial quality level Θ and incremental improvement (Θ̂−Θ),

i.e., δD > 1, which is consistent with the literature (e.g., Jones and Mendelson 2011).

We note that whereas the quality can be expanded arbitrarily, the production cost

cannot be reduced more than the current cost K1. To model this, we adopt a

different functional form for the cost reduction investment, which is also commonly

found in the literature (e.g., Dasgupta and Stiglitz 1980; Bernstein and Kök 2009).

One of the major contributions of this paper is to decouple the monetary

investment needed from the actual investment of effort in R&D. While the supplier

firm always exerts R&D effort, the investment entailed may be underwritten by

the supplier or the manufacturer who funds the monetary value of efforts and

expenses to improve quality or to reduce cost. While the investor’s problem can be

equivalently formulated with respect to the monetary value of investment, for the

purpose of cleaner exposition of results, we deliberately let Θ̂ or x be the investor’s

choice variable.
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1.3.1 Decision Sequence

We now detail the sequence in which decisions are made in this technology

supply chain. Consider the case where there is an R&D opportunity to improve the

quality or reduce the cost of the supplier’s component (for example, increasing the

battery density or reducing battery production cost in electric vehicle). A proper

amount of capital needs to be invested to employ personnel and realize discovery

and validation activities. We propose that this invested amount may be borne by

either party even though the effort is expended at the supplier firm. In fact, in

many real-world situations, similar to the Tesla example mentioned before, one of

the parties must lead/anchor the investment to avoid an innovation impasse (as

Tesla seems to have done in the case reported above). We refer to this approach of

one of the two firms stepping up to the plate to fund the innovation or lead the

decision making as, anchoring. While the term leader has been more commonly

used in sequential games to refer to the entity who goes first, we use the term

anchoring/anchor to denote the entity who breaks a deadlock but we also use the

term leader interchangeably. To pinpoint the impact of different investor choices on

various performance measures such as firm’s profit, market coverage, and even social

welfare, we focus on an exclusive investor rather than joint investments by both

parties, which has been explored in previous literature including Bhaskaran and

Krishnan (2009). To keep the focus on innovation investments, we also model that

the subsequent price-quantity decisions for the supplier’s component are covered by

a standard wholesale price contract, later ensuring that our results hold for other

types of contracts.

There are two anchor/leader roles in our model; the innovation investment

anchor and the supply chain contract initiator. The investment anchor refers

to the firm that steps up to invest in the innovation opportunity and the latter
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denotes the firm determining the component price. Corresponding to each anchor

is a follower who responds to the decision. We propose that to avoid problems

of hold-up and opportunism the two anchor roles be contractually agreed before

any specific business decisions such as the investment and the production levels

are made. Although there are four cases from two different roles between the two

firms, we formally show in Proposition 1.1 that it is Pareto-optimal and mutually

acceptable to both parties for the innovation anchor to be the contract initiator for

a wide range of parameter settings.

Note that the upstream supplier is a specialist in developing and producing

the critical quality component. If there is an R&D opportunity, the supplier is

more closely situated to pursue it. Therefore, when it comes to determining the

investment anchor and the contract leader, we model it as a sequential game with

the supplier moving first. Specifically, the supplier first proposes who to be the

investment anchor and who to be the contract initiator. If the manufacturer agree

on these roles, both firms are committed to their roles.2 Otherwise, the game ends.

As a result, in the first stage, the two leaders are determined. Next, in the second

stage, the investment anchor makes the investment in the R&D project. Lastly,

in the third stage, the price-quantity decisions are made; specifically, the contract

leader sets the component price, the other party, the follower, decides order or

production quantity but the downstream manufacturer always sets retail price.

1.3.2 Benchmark: Vertical Integration vs. Supply Chain

Before fully analyzing the different investment anchor’s impact on innovation

in a supply chain, we contrast profits, R&D investments, and market coverage of
2In practice, they can write a legally binding contract or seal their trust with an escrow-like

arrangement, which ensures that either party does not renege on this previously agreed decision
rights.
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a vertically integrated firm against a decentralized supply chain. Let us focus on

price and quantity decisions for a given quality. The integrated firm produces the

critical component and manufactures the final product. In a supply chain where

the supplier sells the component to the manufacturer, the component price is set

greater than the unit production cost for the supplier to maximize her own profit.

The manufacturer should incur more cost to produce the same quantity as the

integrated firm does due to the higher wholesale price. Thus, the downstream firm

orders less or covers less market than the integrated firm, by setting a higher retail

price. As the profit is smaller in a decentralized supply chain, the investment in

R&D is in turn smaller as well.

Result 1.1. R&D investment, market coverage, and revenue generated in a sup-

ply chain are less than those in a vertically integrated firm with the same cost

parameters.3
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Figure 1.1: Operating Profit and Consumer Surplus Comparison under the
Vertically Integrated Firm and a Supply Chain 4

Figure 1.1(a) illustrates Result 1 well and a simple reasoning is as follows.

The vertically integrated firm has the demand N(1−αc) with margin mc, accruing
3Although this is generally true unless a special mechanism is employed in the supply chain,

we present the proofs for both results 1 and 2 in the Appendix under our setup.
4Compared to the vertically integrated case, the profit loss in the supply chain is N(A−C).

All of the results are based on Lemmas A.1 and A.2.
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N(A+B) = N(1−αc)mc as its operating profit. In the supply chain, a higher

price leads the higher margin md >mc but the smaller demand N(1−αd). The

supply chain’s profit N(B+C) =N(1−αd)md is smaller than the integrated firm’s

because of A> C. Similarly, the consumer surplus is also less in the supply chain

by the shaded area illustrated in Figure 1.1(b).

We remind that the component prices are different across aforementioned

industry structures. If the revenue is a higher priority than the profit, then the retail

price is identical regardless of industry structures as the revenue is not associated

with costs. Thus, we have the following result, whose proof is provided in the

appendix.

Result 1.2. The revenue maximizing market coverages for a vertically integrated

firm and a decentralized supply chain are the same. Moreover, the revenue maximi-

zing market coverage is larger than the profit maximizing market coverage under

both industry structures.

What the above result shows is that profit maximization by individual firms

in a supply chain leads to reduced market coverage that can hurt their revenues.

This effect is particularly more pronounced in a supply chain. As unbundling of

vertically integrated firms into supply chains is well underway (Hagel III and Singer

2000), we need to find creative and implementable solutions that can help firms

manage both revenues and profits. In this paper, we propose that allowing the R&D

investor to be different from the R&D conducting firm is one such approach. We now

start by analyzing the quality-improving innovation followed by the cost-reducing

innovation.
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1.4 Analysis

We analyze the model via backward induction, starting with the third stage

in which the equilibrium price and quantity are determined given the product quality,

followed by innovation investment decision in the second stage that maximizes

the investment anchor’s profit. Then, we compare the supplier’s profits under the

different anchor positions to study when the firm is going to be the anchor with

respect to R&D and production cost parameters. Prices and quantities can be

determined for any stock of quality Θ. Hence, general Θ is used instead of Θ̂ when

we discuss the price-quantity equilibrium in the next subsection.

1.4.1 Equilibrium Prices, Quantities, and Qualities

Once an investment anchor has chosen her contribution to the stock of

product quality Θ, firms contract to determine the price and quantity. There are

two cases for the sequence of contracts depending on who initiates the contract, or,

equivalently, who is the contract leader.

0
q1

α 1

ρ0(Θ)

q0

p w0

Market for final product Supply Chain

Tier 1Tier 0

Figure 1.2: Price and quantity choice under Tier 0 contract leader

First, consider the case in which Tier 0 is the contract leader, as illustrated

in Figure 1.2. Tier 0 determines the final product price p and orders q0, offering w0

as a unit price to Tier 1. Given this information, the Tier 1 supplier determines

how much to produce, q1. The tier-wise profit expressions Πi for Tier i can be
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expressed as follows.

Π0(p,q0,w0) = pq0−w0q1−K0q
2
0, s.t. q0 ≤min

{
q1, N(1−pΘ−β)

}
,

Π1(q1;q0,w0) = w0q1−K1Θδθq2
1

(1.1)

Tier 1 obtains the revenue of w0q1 by selling q1 units at the unit price w0 to Tier

0 by incurring an assembly/production cost of K1Θδθq2
1. Tier 0 earns sales profit

after incurring procurement and production costs, w0q1 and K0q2
0 .

We analyze the equilibrium quantities and prices backward, following the

marginalization operation presented in Majumder and Srinivasan (2008). For any w0,

the Tier 1’s unconstrained problem has the interior solution of q1(w0) =w0/2K1Θδθ .

Thus, the optimal produce quantity is q∗1 = min{q1(w0), q0}. Tier 0 takes this

optimal response into consideration, and offers w0 so that q∗1(w0) = q0, because

q1(w0) decreases as w0 decreases. Technically, q∗1(w0) constitutes an inverse factor

demand for Tier 0, w0(q0) = 2K1Θδθq0. Tier 0 replaces w0 in its profit function

with w0(q0). Then, the manufacturer now determines the consumer price p and

how much to order, q0, where the market demand is N · (1−pΘ−β). Notice that

under optimality, p is set such that the order quantity and the demand are equal.

Thus, the tier-wise profit expressions in (1.1) can be reduced to a single contract

leader’s problem as follows.

max
q0

Π̃0(q0) = p(q0)q0− C̃0(q0;Θ) , (1.2)

where p(q) = (1− q/N)Θβ and C̃0(q0;Θ) =
(
K0 + 2K1Θδθ

)
q2

0. After optimizing

Π̃0(q0) with respect to q0, we subsequently obtain the equilibrium prices p and w0

depending on the expanded stock of product quality Θ.

Second, in the case of Tier 1 contract leadership, for an offered wholesale price
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w1 and the available components q1, Tier 0 sets the order quantity q0 and the price

p to maximize its profit, where q0 is constrained by q1 and the demand. Similar to

Tier 0 leader case, p is set such that q0 is equal to the demand under optimality. Tier

0 maximizes its profit Π0(q0;w1) = p(q0)q0−w1q0−K0q2
0 with respect to q0, which

results in the inverse factor demand faced by Tier 1, w1(q) = p(q)−(2NK0 +Θβ)q/N .

Since producing more than the order quantity cannot be optimal, Tier 1 equates the

production quantity (q1) and the order quantity (q0). After incorporating w1(q0),

Tier 1 essentially determines q0 by solving

max
q0

Π̃1(q0) = p(q0)q0−
Θβ

N
q2

0− C̃1(q0;Θ) , (1.3)

where C̃1(q0;Θ) = (2K0 +K1Θδθ)q2
0. Note that whereas the first and the third

term in (1.3) represent the revenue and the production cost, respectively, which

are also found in (1.2), the second term in (1.3) stands for the cost due to double

marginalization. After solving (1.2) and (1.3), we obtain Lemma 1.1 for equilibrium

prices and quantities in a supply chain with Tier l being the contract initiator for

a given quality level Θ.

Lemma 1.1. For quality Θ, if Tier l initiates the contract, then the equilibrium

outcome for prices and quantities, Pl(Θ) and Ql(Θ), are as follows:

Pl(Θ) =
(
2(l+ 1)Θβ + 2Φl(Θ)N

)(
(2l+ 1) + 2Θ−βΦl(Θ)N

)−1
,

Ql(Θ) =N
(
2(l+ 1) + 2Θ−βΦl(Θ)N

)−1
,

where Φl(Θ) = 2lK0 + 2|1−l|K1Θδθ .

Corollary 1.1. While Pl(Θ) is increasing in Θ, Ql(Θ) is increasing then decreasing

in Θ.
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The dependence of equilibrium outcomes, (Ql(Θ),Pl(Θ)), on the contract

initiator/leader position is driven by the misalignment penalty Φl(Θ) that can be

thought of as the severity of double marginalization associated with the quality when

Tier l is the leader. It is the sum of the leader’s direct production cost coefficient, K0

for l = 0, and the other firm’s production cost coefficient amplified by the distance

from the leader, i.e., 2K1Θδθ . Thus, as Φl(Θ) increases, the effective production

cost increases implying that the equilibrium production quantity, firms’ profits,

and even social welfare decrease. Nevertheless, the impact of quality improvement

has the same directional impact on the price and the quantity regardless of who

is the contract leader. Corollary 1.1 shows that the optimal production quantity

is non-monotone in quality. It is because quality improvement increases not only

consumer’s utility but also the price, creating two opposite forces for market

coverage. At first, when the quality increases from a low level, the former outweighs

the latter, resulting in more demand or broader market coverage. However, if the

quality increases even further, a soaring price reduces market coverage. Hence, the

improvement in the product quality has a mixed effect on the production quantity

or market coverage.

The notion of quality-driven misalignment is related to the difference in

production costs between a single vertically integrated firm and a multi-tiered

supply chain incurring additional agency costs. Therefore, supply chains, regardless

of the contract leader position, exhibit higher effective production costs relative to

the vertically integrated case. Nevertheless, some contract leader positions may

yield lower misalignment penalties resulting in lower effective production costs.

The intrinsic magnitude of production cost coefficients {K0, K1} and the product

quality Θ from the development/investment decision determine the contract leader

position with the lowest misalignment penalty. Note that the misalignment penalty
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Figure 1.3: Misalignment Penalty and Quality Expansion 5

is increasing in Θ and the follower’s production costs is amplified by 2|1−l|, where

|1− l| is the distance between the supplier (Tier 1) and the leader l ∈ {0, 1}. The

downstream leader’s penalty Φ0 is smaller for low Θ but becomes larger for high

Θ than the upstream leader’s penalty Φ1 as illustrated in Figure 1.3(a). That

is, the contract leader minimizing Φl(Θ) gravitates upstream to Tier 1 as the

product quality improves. This dependence of leader position on product quality

has significant implications (as discussed in the subsequent section) and comes out

of a model that jointly considers qualities, quantities, and prices.

Next, we move on to the second stage and consider the investment decisions

in product development and innovation to improve the quality, which is linked

to how sales revenue is distributed. As the contract initiator would determine

the contract detail in favor of itself, both the anchor investor and the non-anchor

investor would prefer to be the contract initiator. In other words, the investor may

or may not be the contract initiator unless firms in a supply chain strategically

agree on a particular rule upfront. We investigate the incentives for the contract

initiator of both the investor and the non-investor and derive the equilibrium result

in the following proposition.

5Parameter values are (K0, K1) = (3,2), N = 1, β = 1, δθ = 2, and δD = 2.
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Proposition 1.1. Define Πk|ij as the profit of Tier k firm when Tier i is the

innovation investor and Tier j is the contract initiator for i, j, k ∈ {0, 1}.

(a) An investor prefers being the contract initiator to being the follower, i.e.,

Πi|ii ≥ Πi|ij for i 6= j.

(b) A non-investor also prefers the investor to be the contract initiator if the

development cost is not insignificant, i.e., Πj|ii ≥ Πj|ij for i 6= j.

Part (a) of Proposition 1.1 confirms that the investing firm is worse off if it

does not get to lead the contracting process. Part (b) of Proposition 1.1 indicates

that the firm not investing in innovation is willing (on its own interest) to cede

the contract initiation/leadership to the investor (the exact conditions are derived

in the Appendix). Thus, when development costs are significant, it is optimal for

all parties to have the investment anchor and the contract initiator be the same

firm. Furthermore, it is only realistic to expect that an industrial firm who invests

and funds the component technologies asks something in return, in this case, the

commitment to initiate the price-quantity contract, and the above result shows that

the follower would find it in their best interest to agree to this arrangement. Based

on this finding, we set the investment anchor to be the contract initiator, which

simplifies the notation. Tier i firm’s profit function when Tier j is the investment

anchor and the contract initiator is expressed as follows.

Πi|j(Θ̂j) = Πi(Pj(Θ̂j),Qj(Θ̂j),wj(Θ̂j))−1{i=j}γ(Θ̂δD
j −ΘδD), (1.4)

where 1{·} is an indicator function. The first term is Tier i’s sales profit defined

in (1.1) with Pj and Qj in Lemma 1.1. The second term is development cost only

incurred by the investment anchor. Then, the optimal product quality expansion

under Tier i investment anchor can be obtained by comparing the solution from
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the first order condition and the initial stock of quality (Lemma A.2 in the Appen-

dix). Understanding the equilibrium quality, prices and quantities, we proceed to

investigate the optimal investment anchor position/tier for normative objectives

such as social welfare and market coverage followed by the equilibrium investment

anchor position.

1.4.2 Optimal Investment Anchor for Welfare Objectives

We are able to characterize the equilibrium outcomes from investment to

production to pricing for each investment anchor position. Before analyzing the

investment anchor position in equilibrium, we first study how various normative

metrics such as product quality, market coverage, and social welfare are related to

the investment anchor position for different levels of development cost γ and the

key component production cost K1. The normative investment anchor position can

serve as a benchmark for the equilibrium investment anchor position (discussed

in the next subsection), and help us to understand when there exist conflicts of

interests between firms and a social planner. Specifically, in this subsection, we

consider a social planner’s choice of the investment anchor between the supplier

and the manufacturer. All the decisions such as investment in R&D, price, and

quantity are determined by both profit maximizing firms. This can be written as

follows:

argmax
i∈{0,1}

f(Θ̂i)

s.t. Θ̂i = argmax
Θi≥Θ

Πi|i(Θi),
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where f(·) is a normative objective function such as product quality (Θ̂i), market

coverage (ρ(Θ̂i)), and social welfare (SWi).6 The constraint implies that the optimal

quality (Θ̂i), characterized in Lemma A.2, is determined by the profit maximizing

anchor firm Tier i, instead of the social planner. The planner only designates the

position of the investment anchor in a supply chain.

The investment anchor’s revenue is decreasing in the component production

cost K1 as captured by the inverse dependence on the misalignment penalty Φi(Θ).

Furthermore, the rate at which higher values of K1 or higher product quality levels

reduces the investment anchor’s revenue is determined by the distance between the

investment anchor i and Tier 1. Intuitively, the dependence on the distance between

the investment anchor and the investment target (the supplier, or Tier 1) provides

variation in the desirable investment anchor position as the development cost and/or

the component production cost vary. We characterize the social planner’s optimal

investment anchor position in the following proposition.

Proposition 1.2. (a) For moderately convex production costs at Tier 1, i.e.,

δθ ∈ (1, 2β], there exists γobj, the pivotal development cost level, under (over)

which Tier 1 (Tier 0) firm is the optimal investment anchor to maximize

obj ∈ {Θ, ρ, sw}, where each obj corresponds to the product quality, market

coverage, and social welfare, respectively.

(b) γρ ≤ γΘ and γsw ≤ γΘ.

(c) As the upstream production costs K1 increases, γobj also increases for obj ∈

{Θ, ρ, sw}.

Part (a) of Proposition 1.2 shows that for the low (high) development cost
6Social welfare is the sum of two firms’ profits and consumer surplus. Specifically, social

welfare under Tier i investment anchor can be expressed as SWi = Πi|i + Πj|i +CS, where
CS = Θβ

∫ 1
α(α−α)dα.
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(γ), the innovation anchor should be the upstream (downstream) firm to achieve a

more normative objective function such as product quality, market coverage, and

social welfare. The rationale is as follows. First, the downstream misalignment

penalty is increasingly larger than the upstream penalty in the product quality

(Θ) as illustrated in Figure 1.3(a). It implies that the supply chain occurs smaller

misalignment penalty with the upstream innovation anchor. Next, it is evident

that the low development cost results in higher Θ. Thus, the upstream firm is the

optimal anchor for low γ. Figure 1.4 directly illustrates Proposition 1.2(a), the

thresholds indicating the change of the investment anchor for the highest product

quality γΘ in panel (a), for broader market coverage γρ in panel (b), and for larger

social welfare γsw in panel (c) with respect to the development cost γ, where the

solid line is the result under Tier 1 being the investment anchor and the dashed

line is under Tier 0 being the investment anchor. For instance, it would make

sense, when the R&D costs are high, for a downstream manufacturer like Tesla to

be actively anchoring the battery density improvement R&D (Fehrenbacher 2016;

Lambert 2017), but if the R&D costs are cheaper, it would be viable and even

desirable from a social welfare maximization perspective for the upstream firm

Panasonic to be the R&D investment anchor.

Proposition 1.2(b) shows that the optimal investment anchor position for

each objective may or may not be the same. In particular, when γ < γρ, then the

optimal investment anchor for product quality and market coverage are the Tier 1

supplier. Similarly, when γ > γΘ, the Tier 0 manufacturer being the investment

anchor achieves more of both objectives. However, if γρ < γ < γΘ, the optimal

investment anchor positions differ from each other. While the supplier is preferred
7Parameter values are (K0, K1) = (3,2), δθ = 2, δD = 2, N = 1 and β = 1. The solid line is the

result for the case when Tier 1 is the investment anchor and the dashed line is the case when Tier
0 is the investment anchor.
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Figure 1.4: Threshold values of γ for optimal innovation investment anchor for
various objectives. 7

for the higher quality product, the manufacturer is still optimal for market coverage

as illustrated in Figure 1.4(a) and (b). Interestingly, our result indicates that the

investment anchor for product quality does not always achieve more social welfare

or broader market coverage, as a higher quality product may increase the consumer

price substantially. For example, when γ is equal to γΘ, the product quality is

identical under each investment anchor position. The component price, however, is

more expensive under Tier 1 being the investment anchor leading a higher consumer
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price, resulting in the smaller market coverage. For Tier 1’s anchoring to result

in broader market coverage, Tier 1’s investment in quality should be significantly

greater than Tier 0’s investment to compensate the higher component price. As γ

decreases, the optimal quality difference between two investment anchor positions

becomes increasingly larger. Hence, the development cost threshold for broader

market coverage is less than that for the higher quality product. The relationship

between product quality and social welfare can be similarly explained, which is

depicted in Figure 1.4(a) and (c).

Finally, in part (c) of Proposition 1.2, we establish that Tier 1’s anchoring is

better preferred for high upstream production cost (large K1) for all the objectives.

The rationale is that a large value of K1 is amplified in the misalignment penalty

under the manufacturer being the investment anchor, making it more beneficial for

the supplier to be the investment anchor.

1.4.3 Equilibrium Investment Anchor

After taking a normative stance on the question of who should be the

investment anchor, we now characterize which firm will be the investment anchor

in equilibrium. Note that, in our model setting, the supplier first identifies an

R&D opportunity and should decide whether to be the anchor who can set the

component price in return for R&D investment. If the supplier decides not to

be the investment anchor, the manufacturer can decide whether to invest in the

innovation by funding the supplier’s R&D. First, the supplier solves the following
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problem.

argmax
i∈{0,1}

Π1|i(Θ̂i)

s.t. Θ̂i = argmax
Θi≥Θ

Πi|i(Θi).

We characterize the equilibrium investment anchor position with respect to the

product development cost in the following proposition (proved in the Appendix).

Proposition 1.3. For moderately convex production costs at Tier 1, i.e., δθ ∈

(1,2β], there exists the product development cost threshold γ1, under (over) which

Tier 1 (Tier 0) firm is the investment anchor in equilibrium.

Figure 1.5 illustrates the investment anchor in equilibrium for the varying

product development cost. In panels (a) and (b) of the figure, a solid line represents

a firm’s profit when it is the investment anchor and a dashed line is the profit when

the other firm is the investment anchor. Specifically, if γ ≤ γ1 or in Region (A) and

(B), Tier 1 becomes the investment anchor in equilibrium and Tier 0 is better off by

being the follower (non-anchor). Consequently, Tier 1’s anchoring also maximizes

the total supply chain profit.

However, when the product development cost is greater than γ1, Tier 1 does

not want to be the investment anchor as its profit under the manufacturer being

the investment anchor is greater. We remind that an investment anchor has a lead

in price-quantity contracting and the component price increases in quality. Under

Tier 0 investment anchor, although the Tier 1 supplier may be offered a cheaper

price for its component, the firm does not need to invest in R&D. For large γ, the

difference between two anchors’ optimal qualities (investment) is relatively small,

implying that the difference in the component prices is also not significant. That is,
8Parameter values are (K0, K1) = (4,1), β = 1, N = 1, δθ = 1.2, δD = 1.6.
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Figure 1.5: Optimal Innovation Investment Anchor: Firm’s Profits 8

the Tier 1 supplier’s saving from the investment by being the follower may outweigh

the unit margin loss in component sales in this case.

Whereas Tier 0 will be the investment anchor if it is offered, the firm can

be the anchor in Regions from (C) to (E) in equilibrium. Since the firm is still

better off under Tier 1’s anchoring for low development cost, γ ≤ γ0 or in Regions

from (A) to (D), there are conflicts of interests in Regions (C) and (D).9 Note that

if the development cost is more expensive than γ0 or in Region (E), both firms
9If Tier 0 can first decide whether to be the investment anchor or not, the firm will be the

anchor only in (E).
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are better off under the downstream firm being the investment anchor. Therefore,

when the development cost is either small or large, the position of the investment

anchor in equilibrium does not create any conflict of interests between firms and

also maximizes the supply chain profit.

Various misalignments may arise in intermediate regions which may be

addressed with additional instruments or political interventions (e.g. transfer

payment or subsidies). For example, in Region (C), Tier 0 becomes the investment

anchor in equilibrium, which results in lower social welfare, so Tier 1 could be

induced to invest.

1.5 Investment Anchor for Cost Reducing R&D

Thus far, we have explored the investment anchor position in a supply chain

with quality increasing R&D opportunity. The other important type of innovation

is the component cost-reducing R&D. To be consistent with the previous section,

we examine which firm between the supplier (Tier 1) and the manufacturer (Tier

0) will be the investment anchor in equilibrium in the supply chain that has a cost

reducing R&D opportunity for Tier 1’s component; specifically, the production

cost can be reduced by x with the investment of ηx/(K1− x), where η is the

scale parameter for cost reduction R&D (Dasgupta and Stiglitz 1980; Bernstein

and Kök 2009). This formulation ensures the convex increasing cost. Moreover,

the investment cost equals zero if x = 0, and prevents an extreme case in which

x = K1. As is the case in quality increasing R&D, the Tier 1 supplier decides

first whether to be the investment anchor or not. If the upstream supplier decides

to be the investment anchor, she makes an investment and sets the component

price. Otherwise, Tier 0 decides whether to make an investment and sets Tier 1’s
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component price. At first glance, cost reducing R&D seems to be an inverse of

quality increasing R&D, but deeper examination reveals subtle differences, which

result in contrasting insights.

First, we analyze the optimal price and quantity decisions. Consider the

case in which Tier 0 is the investment anchor for given quality θ and cost reduction

x. Tier-wise profit functions can be expressed similarly to (1.1) with K1 replaced

by K1−x. This modification is the same under the case in which Tier 1 is the

investment anchor. Hence, the optimal prices and quantities under the case in

which Tier l is the investment anchor can be characterized using Lemma 1.1 by

substituting K1 with K1−x. Next, the profit function including cost reduction

R&D can be also written similarly to (1.4) by substituting γ(Θ̂δD −ΘδD) with

ηx/(K1−x). The following lemma characterizes the optimal investment in cost

reduction R&D.

Lemma 1.2. Tier l anchor’s investment in cost reduction R&D is decreasing

as scale of cost reduction (η) increases up to ηl(θ) = K1N
2θ2β+δθ

2l+1(2lK0N+2lθβ+21−lK1Nθ
δθ )2 .

Afterwards, the investment anchor does not invest. Moreover, there exists θ̄ such

that η0(θ̄) = η1(θ̄) = η̄. If the given quality is less than θ̄ (θ ≤ θ̄), only Tier 0

invests for high η (η1(θ) ≤ η0(θ) ≤ η̄). Otherwise, only Tier 1 invests for high η

(η̄ < η0(θ)< η1(θ)).

Lemma 1.2 shows that the cost reduction investment generally decreases as

the R&D becomes more expensive but how it decreases depends on the component

quality θ and the investment anchor tier l. When the quality is low (high), Tier

0 (Tier 1) firm can afford to invest more in the R&D even for high η. That is,

each investment anchor may make a different decision even for whether to invest

according to the component quality, let alone the amount of investment. To avoid

trivial cases and provide clearer insights, we focus on the cases in which both tiers
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as the investment anchor have the same decision regarding whether to invest, i.e.

θ = θ̄.

Proposition 1.4. Consider a supply chain where Tier l is the investment anchor

in the key component manufacturing cost reduction of which quality is θ̄.

(a) The manufacturer (Tier 0) invests more in cost reduction R&D than the

supplier (Tier 1).

(b) The manufacturer (supplier) achieves broader market coverage when the R&D

cost is low (high), i.e., η ≤ (>)ηρ.

(c) The supplier is the unique investment anchor in equilibrium.

Proposition 1.4(a) shows that Tier 0 invests in cost reduction more than

Tier 1 regardless of the scale of cost reduction parameter η. This is because the

way each investment anchor earns benefits from the R&D is different. Although

the Tier 0 anchor sets a low component price to capture the R&D benefits, the

Tier 1 anchor will not reduce the price as much. In other words, the market enjoys

more benefits from the cost reduction if the manufacturer is the investment anchor.

Surprisingly, Proposition 1.4(b) reveals that Tier 0’s increased investment in

R&D does not always result in broader market coverage. Note that the misalignment

penalty has two parts; one for Tier 0’s manufacturing cost and the other for Tier

1’s. An anchoring firm suffers from the penalty of non-anchor tier’s manufacturing

cost. For example, if Tier 0 is the anchor, it experiences the penalty of Tier 1’s

cost. However, when the R&D cost is low (η ≤ ηρ), Tier 0 achieve substantial cost

reductions driving this penalty small and resulting in broader market coverage,

which is illustrated in Figure 1.6(a). In contrast, for the case of high R&D cost, the
10Parameter values are K0 = 3, K1 = 2, δθ = 1.5, β = 1, N = 1, θ = 5.68.
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Figure 1.6: Market Coverage, Social Welfare, and Benefits of being the Invest-
ment Anchor under Cost Reduction R&D 10

penalty of Tier 1’s cost remains significant as Tier 0’s investment in cost reduction

is small. Thus, the less market is covered under Tier 0 in spite of more investment.

Likewise, Tier 0 (1) investment anchor creates more social welfare for low (high) η

as depicted in Figure 1.6(b). This implies that there is also an optimal investment

anchor position from normative perspectives under cost reduction R&D like quality

improvement R&D in the previous section.

That being said, Proposition 1.4(c) shows that the supplier is the unique

investment anchor in equilibrium, which is in sharp contrast to the case of quality
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improvement R&D where the manufacturer can be the equilibrium investment

anchor. Tier 1’s profit as the follower may be substantially low because Tier

0 anchor sets a significantly low component price than the Tier 1 anchor. We

note that the component price under Tier 0’s anchoring w0(q) = 2(K1−x)qθδθ

decreases as x increases. However, the corresponding price under Tier 1’s anchoring

w1(q) = θβ−2q(K0N+θβ)/N is not directly affected by x, but indirectly influenced

via q. Figure 1.6(c) depicts the profit difference between being the investment

anchor and the follower for each tier. The solid (dotted) line represents the benefit

of being the investment anchor for Tier 1 (0). Notice that the solid line (Tier 1) is

always greater than zero in η implying that Tier 1 chooses to be the investment

anchor, which is stark difference from the result under quality improvement R&D

case as given in Proposition 1.3.11

This finding also further explicates the implication from prior research.

Majumder and Srinivasan (2008) says “they (supply chain members) have a strong

incentive to help other members reduce their cost because this helps all members

in the chain." While cost reduction certainly increases the supply chain profits, it

does not necessarily increase the profits of all firms. According to our result, even

though a partner firm in a supply chain may be willing to invest in a focal firm’s

cost reduction R&D, the focal firm may want to deny the investment unless the

cost reduction benefit is properly shared.

We should note that the supply chain manager or the policy maker may

induce firms to have the optimal normative position of the investment anchor. For

example, in Region (A) of Figure 1.6(a), Tier 1 may choose to forgo the option

of being the investment anchor in exchange of a lump sum payment, which is

feasible since the benefit of Tier 0 being the investment anchor is greater than
11It also implies that Tier 0 will be the anchor, if the firm can move first instead of Tier 1.
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Tier 1’s. Moreover, Tier 1’s such proposal should not be regulated, since the

downstream investment anchor is socially preferred from the perspectives of both

market coverage and social welfare. The middle regions (B) and (C) are delicate

because the optimal normative investment anchor position is different depending

on the normative objectives. In Region (D), the position of the investment anchor

in normative perspectives and the equilibrium position are the same without any

interventions. In a nutshell, while a wholesale price contract cannot align the

equilibrium position of an investment anchor and the normative position under

cost reduction R&D, a simple transfer payment can mostly align two seemingly

confronting objectives.

Table 1.1: The Optimal Investment Anchor in Equilibrium 12

R&D Type Low R&D cost High R&D cost

Quality-Improvement Supplier Manufacturer

Cost-Reduction Supplier Supplier
(under-investment)

Propositions 1.3 and 1.4 show that the investment anchor in equilibrium

depends on the type of R&D. Table 1.1 contrasts these differences. When the R&D

cost for quality-improvement is low, the supplier becomes the investment anchor in

equilibrium to maximize its profit. If the R&D cost is high enough, the supplier is

better off by being the follower, providing the manufacturer the option to be the

investment anchor in equilibrium. In contrast, when the innovation is about cost

reduction in the supplier’s component, the supplier prefers to be the investment

anchor regardless of the R&D cost, although it under-invests in the cost-reducing
12For low R&D cost for the cost-reduction case, the supplier is better off by being the investment

anchor in spite of its under-investment compared to the case in which the manufacturer is the
investment anchor.
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innovation.

1.6 Model Extensions and Robustness Checks

We now verify the robustness of our results to other type of contracts such

as revenue sharing contracts and other production cost structures like a concave

production cost.

1.6.1 Revenue Sharing

We have so far assumed a wholesale price contract in the supply chain, which

is simple and used in the literature as well as practice. However, there exist more

efficient contracts that can reduce supply chain inefficiency. We expand our analysis

to the case of revenue sharing contracts (Cachon and Lariviere 2005), examining

the identity of the equilibrium investment anchor.

Suppose the supply chain parties share the total revenue between the in-

vestment anchor and the follower with λ and 1−λ, where λ ∈ (0,1) is given. To

be consistent with the previous setup, the supplier decides whether to be the

investment anchor or not first. If the supplier decides to be the investment anchor,

it invests in the R&D. Otherwise, the manufacturer decides whether to invest in

R&D or not. Subsequently, the investment anchor determines the wholesale price

of the component. Each firm sets its own production quantity and the consumer

price is determined by Tier 0. Once the revenue is realized, it is shared between the

investment anchor and the follower according to the revenue sharing contract. We

first analyze quality-improving R&D followed by discussing cost-reducing R&D.

Let us investigate the case where Tier 0 is the investment anchor. Tier

1 decides its production quantity (q1) as follows given the investment anchor’s
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decisions.

max
q1

π1|0(q1|w0,p) = (1−λ)pq1 +w0q1−K1Θδθq2
1 ,

s.t. q1 ≤ q0 .

The constraint means that the supplier will not produce more than the order

quantity but may produce less if desired. The optimal production quantity without

the constraint is q1(w) = (p(1−λ) +w)/(2K1Θδθ). Under optimality, Tier 0 does

not order more than q1 as it should incur its own production cost (K0q2
0). Thus,

we derive an inverse demand function w0(q1) = 2K1q1Θδθ − p(1−λ) from q1(w).

Knowing this, Tier 0 investment anchor makes its decisions.

max
p,q0

π0(p,q0) = λpq0−wq0−K0q
2
0 ,

s.t. q0 = min{N(1−p/θβ), q1}.

We note that Tier 0’s profit is π0(p,q0) = p(q0)q0− (K0 +2K1Θδθ)q2
0 after replacing

w with w0(q1) under optimality, which is Tier 0’s profit under the wholesale price

contract in (1.2). Therefore, the optimal quantity and price under revenue sharing

are the same under wholesale price contract.

Next, consider the case in which Tier 1 is the investment anchor. For

a wholesale price w, Tier 0 earns (1− λ) of the total revenue. Similar to the

above analysis, Tier 0’s optimal quantity implies an inverse demand function

w1(q0) = (1−λ)(N −2q0)Θβ/N −2K0q0. Anticipating this, Tier 1 determines the

optimal production quantity. Unlike Tier 0 investment anchor, Tier 1’s optimal

production quantity and profit increase in its share of revenue λ (the detailed

expressions are given in Lemma A.3). Nevertheless, we show that Tier 1 can
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be better off by being the follower and Tier 0 can be the investment anchor in

equilibrium.

Proposition 1.5. Consider a supply chain under a revenue sharing contract, where

the innovation investment anchor determines the wholesale price and earns λ share

of the revenue. For moderately convex production cost at Tier 1, i.e., δθ ∈ (1, 2β],

there exists a threshold γ1
R, under (over) which Tier 1 (Tier 0) firm is the investment

anchor in equilibrium.

Proposition 1.5 establishes that the equilibrium investment anchor can be

either firm. Although revenue sharing can address double marginalization and

improve supply chain efficiency, each firm seeking to maximize its own profit, instead

of the whole supply chain, results in R&D underinvestment. Therefore, when the

downstream production cost is high, Tier 1 chooses to be the follower to minimize

the misalignment penalty. The proposition also implies that the supplier is the

unique investment anchor under the cost reduction R&D, because Tier 1’s profit as

the investment anchor is greater under the revenue sharing contract and Tier 0’s

decision is not affected by revenue sharing. These findings show that our previous

results with a simple wholesale price contract are robust with respect to other types

of contracts.

1.6.2 Simultaneous Contracting

If one firm makes the whole investment in R&D and becomes the investment

anchor, it seems reasonable for the anchor to ask for a contract leadership in

return. Although we show that the investment anchor being the contract initiator

is mutually beneficial for both firms in the supply chain (Proposition 1.1), the

contracting can be processed with similar bargaining powers. A simultaneous
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contracting may describe this scenario more plausibly than our sequential approach.

On one hand, the new contracting scheme may improve the supply chain profit

than that in a sequential setting by reducing (increasing) the leader’s (follower’s)

profit. On the other hand, the reduced profit discourages the anchor to invest in

R&D, subsequently lowering the supply chain profit. In this subsection, we explore

how the different contracting process affects the investment anchor and the supply

chain performance.

Let us consider the supply and the demand for the supplier’s component to

obtain the market clearing wholesale price. As we already study in Section 4.1, the

supply function is q1(w) =w/2K1Θδθ and the demand function is q0(w) = N(θβ−w)
2(K0N+θβ) .

The equilibrium price is then determined at q1(w∗) = q0(w∗). This leads to

w∗ = K1Nθβ+δθ

K0N + θβ +K1Nθδθ
,

q∗ = Nθβ

2(K0N + θβ +K1Nθδθ)
.

Indeed, q∗ is equal to the optimal production quantity under the vertically integrated

supply chain. Therefore, the supply chain profit from the simultaneous contracting

is higher than the sequential case for a given quality level θ. Because this is obtained

by eliminating the investment anchor’s first mover advantage in the contracting

stage, such an anchor may invest less in R&D, potentially leading the supply

chain to be worse off. To investigate this possibility, we look at the investment in

quality-improving R&D for the supplier expecting the simultaneous contracting.

The firm’s problem is as follows.

max
θ

πs(θ) =−γθδD + K1N2θ2β+δθ

4(K0N + θβ +K1Nθδθ)2 .
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Figure 1.7: Product Qualities and Supply Chain Profits under Different Con-
tracting Schemes 13

The following lemma shows that the supply chain may or may not be better off

from the simultaneous contracting.

Lemma 1.3. For moderately convex production and development costs at Tier 1,

i.e., δθ ∈ (1, 2β] and δD ∈ (1, 2β+δθ], the supply chain profit under the simultaneous

procurement contract is larger (smaller) than that under the sequential contract

when the development cost (γ) is small (large).

When the development cost (γ) is low, the supplier can set high quality

levels regardless of the contracting, implying that the difference between two quality

levels is very small, as illustrated in Region (A) in Figure 1.7(a). Therefore, the

supply chain is better off under the simultaneous contracting, which is described

in 1.7(b) as the dashed line (Πs), the supply chain profit under the simultaneous
13Parameter values are K0 = 0.8, K1 = 1, δθ = 2, δD = 3, β = 1, N = 1. Θs and Πs are the

product quality and the supply chain profit under the simultaneous contracting. Similarly, Θ1
and Π1 are those under and the sequential contracting processes.
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contracting, is above the solid line (Π1), the supply chain profit under the sequential

contracting, in Region (A). In contrast, for a large γ or in Region (B), the inability

of being the contract initiator hurts the investment incentive significantly. As a

result, the supply chain profit under the simultaneous contracting can be lower

than that under the sequential contract. Thus, while the simultaneous contracting

indeed increases the supply chain profit for small values of γ, it lowers the supply

chain profit for large values of γ. Since the supplier is always worse off from

the simultaneous contracting, an additional agreement between firms such as a

lump-sum payment may be necessary for the contract to be agreed upon.

1.6.3 Investment Anchoring Under Concave Costs

We have considered the case of convex production costs to model the

production ramp up challenges for innovative products as seen in industries ranging

from small consumer electronics (Murai 2014; Lee 2015) to large electric vehicles

(Maynard 2014; Kessler 2015; Hull 2017). However, the production costs may be

concave in quantity in some industries as when there is economies of scale, and we

now examine the role of investment anchoring in these situations.

Consider a general production cost c(q), where c(q) is weakly concave in the

production quantity q. The supplier’s profit function is wq− c(q) for the wholesale

price w. Suppose q′ is ordered at w= c(q′)/q′. If the firm produces q′, then its profit

is zero. Producing more than q′ is certainly not profitable because only q′ is sold.

Assume that the supplier produces q0 < q′. Then, its profit is c(q′)
q′ q

0− c(q0) < 0

because c(q) is concave or the production cost decreases less than the sales revenue,

resulting in negative profits. The supplier’s optimal decision is to produce q′.

Therefore, if the downstream firm is the investment anchor and determines the

component price, it can extract all the profit of the supplier. Consequently, Tier 1
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prefers to be the investment anchor in order to have at least non-negative profits.

This observation ensures that if a quality improvement R&D opportunity

does not result in convex production cost in quantity, being the investment anchor

is always preferred. However, the improved product is expected to incur substantial

production challenges, i.e., a convex production cost, the investment anchor can be

the other firm, the manufacturer, different from the target R&D firm, the supplier.

1.7 Discussion and Conclusion

Product managers introducing innovative products are entrusted with the

task of maximizing revenues and profits from their new products. A product

manager’s quest for revenues and profits can be hampered by the potential distortion

of upfront investment in R&D in a supply chain. It is because the supplier, an

upstream firm well positioned to invest in its own R&D, may under-invest in R&D

but over-price its component due to concerns about the gains being appropriated by

downstream firms. We study how new innovative products can be developed and

financed in a supply chain, where a substantial upfront capital should be invested

in R&D. Although this investment decision critically depends on who leads the

investment in innovation and how accrued revenue is distributed, only the latter

has drawn substantial attentions in the literature, typically assuming the investor is

given. We propose an investment anchoring approach where the innovation investor

is endogenously determined for either quality improvement or cost reduction R&D.

To the best of our knowledge, this work breaks new ground in deeply examining

and endogenizing innovation investor choice in a supply chain, a topic of growing

importance as upstream technologies play a greater role in supply chains.

Investment anchoring helps supply chain partners offset distorted innovation
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investments due to misalignment between partners. A downstream manufacturer

that relies on an upstream supplier’s R&D for quality improvement or cost reduction

of the supplier’s component would also find it optimal to go beyond the traditional

approach of having the upstream supplier invest in R&D projects. Specifically,

the two supply chain partners would conditionally agree for the downstream

manufacturer to anchor or initiate the upstream R&D investment in return for

greater investments by the supplier in the costly innovation project. Such an

agreement could be enforced through an escrow-like arrangement by upstream

suppliers who could then align incentives with downstream firms by investing and

pricing their innovative products aggressively to expand unit sales, revenues, and

profits. We characterize when this investment anchoring approach is beneficial for

both firms resulting in an equilibrium outcome.

Our results have important and subtle implications for firms such as the

electric car makers we discussed earlier in the paper. First, when the R&D cost for

the innovation in the component (battery) quality is high, our analysis suggests

that the downstream manufacturer should drive investment in core technology

innovation. By doing so, both the supplier and the manufacturer are able to earn

more profit and ensure broader market coverage (Fehrenbacher 2016; Lambert 2017).

If the R&D cost is low, then the supplier being the investor is both viable and

desirable for both firms. Second, this strategy is more relevant for quality-improving

R&D rather than cost-reducing R&D, which refines managerial insights previously

offered by Majumder and Srinivasan (2008). Although cost reduction increases the

total supply chain profit, we show that it does not necessarily increase a firm’s

profit.

To maintain a keen focus on the investment anchor and to manage com-

plexity, we formulate a stylized analytical model which may not have captured
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the complexity of practice. First, we consider the innovation investment in a

core component/technology such as the electric vehicle battery developed by the

upstream supplier. In other industries, the primary quality-enhancing investment

can be associated with other tiers of the supply chain, e.g., the final product quality

can be affected primarily by the design of the end product, which is related to the

investment in the downstream manufacturer. However, our analysis remains valid

as long as there is a single primary investment target in a supply chain, regardless

of its location, which determines the final product quality. Second, although we

analyze a two-tier supply chain investing in an advanced/monopolistic technology,

our analysis can be extended to a multi-tier supply chain or a supply network with

a complex relationship. We concentrate on the simple linear supply chain case

to derive primary first-order insights on the equilibrium investment anchor. Our

analysis can be a building block to examine more complicated cases such as supply

chain competition studied in Corbett and Karmarkar (2001). In closing, we believe

that this paper takes a step forward to address the growing importance of product

innovation in supply chains, by characterizing how innovation investment can be

realized with anchoring to achieve greater profits and revenues in technology supply

chains.

Chapter 1, in full, has been submitted as a manuscript to the journal Manu-

facturing & Service Operations Management and was co-authored with Junghee

Lee, Vish Krishnan and Hyoduk Shin. The dissertation author was the primary

investigator and author of this paper.
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Chapter 2

Business Models for

Technology-Intensive Supply

Chains

Upstream technology and intellectual property play an increasingly critical

role in emerging supply chains by endowing products with digital, data-networking,

energy-storage and other sought-after capabilities. In such technology-intensive

supply chains, intellectual property invented by an upstream firm must be embedded

in a manufactured subsystem which is then integrated into a full system sold to end

consumers. The technology providers face key business model decisions about how

to monetize their innovation that we study in this paper. They typically monetize

their decisions with a royalty-driven approach, which has gotten complicated in

multi-lateral supply chains necessitating formal research attention. Moreover, they

also consider forward integration into manufacturing to monetize their intellectual

property. We characterize the appropriateness of different business model decisions

for markets with varying levels of customer diversity and competitive intensity at
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intermediate layers. Our key results show that a subsystem base royalty approach is

the optimal business model when dealing with monopolistic intermediaries. However,

it becomes increasingly optimal for the technology provider to adopt a full system

base royalty business model when the intermediate supply chains face competition

and the end-market customer diversity increases. We present conditions under

which the technology provider may want to forward integrate. Our formulation and

results have significant direct relevance to the prevailing heated global discussion

on royalty base among technology providers, policymakers, and industry groups.

2.1 Introduction

Emerging technology and intellectual property, such as higher bandwidth wi-

reless data-networking, efficient energy-storage, machine learning, and bio-analytics

technologies endow numerous products from automobiles to machine tools to life

sciences with sought-after capabilities. Incorporating these technologies allows do-

wnstream product development firms to enhance sales and profits. The technology

in question is often the intellectual property of an upstream technology provider

and it must be embedded in manufactured subsystems (like circuit boards or electro-

mechanical components) before being integrated into finished products or full

systems like smartphones, tablets, automobiles, and medical equipment. We refer

to supply chains with such increased salience of upstream embedded technologies

as Technology-Intensive Supply Chains (TISC). Clearly, a large fixed investment

in R&D is needed to develop such innovations and those technology providers are

keen to understand how their intellectual property can be monetized especially in

more complex multi-lateral supply chain settings.

Technology providers conventionally monetize their intellectual properties
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with a royalty-driven approach where they earn a percentage of sales of the product

as royalty payment (Rostoker 1983; Goldscheider 1995; Jensen and Thursby 2001;

Savva and Taneri 2015). The royalty-based monetization approach typically consists

of a royalty rate and a royalty base, where the royalty payment per unit is the

product of these two items. This business model (or monetization scheme) has

become complicated in multi-lateral supply chains necessitating formal research

attention. In a relatively simple supply chain, technology providers typically focus

on setting the royalty rate because there is one clear royalty base. For example, when

a drug-delivery firm licenses its extended drug delivery method to a pharmaceutical

firm, the royalty base is the drug launched by the downstream pharmaceutical

firm. However, in emerging manufacturing supply chains, more technologies are

embedded in subsystems by specialized firms rather than being directly integrated

into full systems before selling to consumers. This multi-tier supply chain structure

results in more than one candidate for the royalty base, namely subsystem and

full system, increasing the complexity of the technology monetization strategy.

Interestingly, technology providers and even policymakers wonder (as seen in the

example below) whether to set the royalty base on the intermediate subsystems or

finished products, a topic on which we aim to focus in this paper and provide some

useful guidance.

The practical significance of an innovator’s business model dilemma is starkly

illustrated by the smartphone industry driven by an upstream high-bandwidth

data communication technology known as Long-Term Evolution (LTE). Upstream

technology providers, such as Qualcomm and Ericsson, chose to charge royalties

for the use of their innovations on the full system (smartphone) price rather than

on the subsystem (LTE modem) price (Pettersson et al. 2015; Bartz and Nellis

2017). This royalty-based business model decision has attracted the attention

48



www.manaraa.com

of non-profit expert groups and policymakers. The Institute of Electrical and

Electronics Engineers (IEEE) amended its patent policy in 2015 to recommend the

subsystem as the royalty base to their members. Even policymakers have weighed

in some regions, such as China, the EU and Korea, promoting subsystem as the

royalty base and penalizing technology providers implementing full system as the

royalty base, asserting that it is detrimental to their markets (Mozur and Hardy

2015; Fairless and Clark 2015; Lee and Nellis 2016). However, technology providers,

such as Qualcomm, have argued that the full system base royalty business model is

more beneficial to markets, innovation, and aligning firm incentives1. We formally

study and characterize this issue of great industrial significance.

A second dilemma faced by technology providers is how to capture the

gains accruing from their innovation. Specifically, the innovators concerned about

appropriation of the benefits by downstream entities consider whether to forward

integrate into the subsystem level. Such forward integration adds another dimension

of complexity regarding manufacturing and competition of their subsystem as well

as technology development and licensing, which should be jointly considered as a

business model decision. It is useful to gain a fundamental understanding of the

implications of these decisions for firm and supply chain profits as well as consumer

and social welfare.

Our study aims to understand and resolve various issues that technology

providers have faced while setting up their business model in a multi-lateral

supply chain setting without irking downstream entities and policymakers. These

include: (1) Which royalty base should be used as a part of the business model to

maximize profits under different market and industry conditions such as in developed

and developing countries? (2) What responses are expected from downstream
1LTE/WiMax PATENT LICENSING STATEMENT (December 2008), https://www.

qualcomm.com/documents/ltewimax-patent-licensing-statement
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entities for the different business model decisions? (3) How should we reason with

policymakers on the business model’s implications on social welfare? (4) How

should the technology provider set up its business model differently when it forward

integrates into the subsystem? To answer these questions, we go beyond traditional

two-tier price-quantity supply chains and incorporate product quality-enhancing

innovations in a market of heterogeneous customers with differing abilities to pay

for the product.

The contributions of this paper are multi-fold. To our best knowledge, this

paper is the first work that formalizes a technology provider’s royalty base decision

in a three-tier technology intensive supply chain. We are able to formally address

a real issue under varying degrees of competition and consumer heterogeneity,

confronting the industry in general and technology providers and policymakers in

particular; our analysis reveals that the optimal business model for each entity

in TISC depends on the degree of competition in the intermediate layers of the

supply chain and the end-market customer diversity. Specifically, we find that the

optimality of the subsystem and full system base business models with monopolistic

and competitive intermediaries. This is due to a fundamental underlying trade-off

emanating from the royalty base between the incentives for downstream players

to invest in quality improvements and the technology provider’s investments that

enhance differentiation and reduce cannibalization in the end products.

Next, we characterize that the optimal business model not only for a techno-

logy provider but also for other entities in TISC. A subsystem base business model

(SSB) is optimal for the technology provider when dealing with monopolistic inter-

mediaries. However, the provider finds it increasingly optimal to adopt a full system

base business model (FSB) when the intermediate supply chains face competition

and the customer heterogeneity increases. Similarly, other entities in TISC are
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generally better off under FSB as the customer diversity increases, which provides

a rationale for different stances of policymakers across countries.

Lastly, we provide the technology provider with the integrated business

model from technology licensing to subsystem manufacturing. In general, the

provider’s integration into subsystem is mostly beneficial, it adds substantial

(marginal) value to FSB (SSB). Interestingly, the technology provider’s profit is

affected by a subsystem competitor differently depending on end market customer

diversity and the royalty base. For high customer diversity, the integrated provider

is in fact generally better off with the competing supplier, but its profit decreases as

the competitor’s quality/capability increases regardless of business model, which is

aligned with the previous findings (Conner 1995; Sun et al. 2004). To our surprise,

for low customer diversity the SSB technology provider’s profit is non-decreasing as

the competitor’s quality improves. In contrast, the FSB technology provider’s profit

can be decreasing and then increasing. This implies that a technology provider

may be willing to help the competitor improve its quality but the willingness differs

from business models, which enrich the managerial insights regarding competition

in TISC.

Our analysis produces actionable insights for technology providers as well

as policymakers. For instance, we are able to show that under a low degree of end

market customer diversity, the upstream technology provider should implement

SSB and it is compatible with the incentives of the rest of the supply chain. As

customer diversity increases, the provider should choose FSB along with actively

considering forward integration into the subsystem. At high-levels of customer

diversity, the FSB approach is in alignment with the rest of the supply chain, but

our results show that at intermediate levels of customer diversity/market inequality,

transfer payments from the technology provider to downstream manufacturers may
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be needed to achieve agreement on implementing the full system base approach.

We also demarcate the optimality of the different royalty-based business models

from the perspective of society as a whole, consumers, and downstream full system

manufacturers, which not only provides a theoretical rationale to reason the recent

litigations between firms and different stances across policymakers but also can be

applied to reconcile the conflicts. Our formulation and results could have significant

direct implications for the prevailing heated global discussion on royalty base among

technology providers, national policymakers, and industry groups.

2.2 Literature Review

The primary focus of this paper is to examine the technology provider’s

business model decision and its impact on the rest of the supply chain as well as

social welfare. Our work is chiefly related to three research streams: technology

licensing, new product innovation/development, and business model innovation in

supply chains.

Technology licensing literature has considered how to license technological

innovations since Arrow (1962). Early literature classified technology licensing into

two groups based on volume-independence, fixed-fee and royalty. Although initial

results advocate fixed-fee licensing (Katz and Shapiro 1985, 1986; Kamien and

Tauman 1986), royalty-based licensing approach has been widely used in practice

(Rostoker 1983; Goldscheider 1995; Jensen and Thursby 2001). Follow-up studies

have provided multiple reasons for the popularity of royalty licensing (Kulatilaka

and Lin 2006; Savva and Taneri 2015). We refer the reader to Sen (2005) for a

comprehensive review of the previous literature.

Being different from the straightforward fixed fee licensing, the royalty

52



www.manaraa.com

licensing can be further divided contingent on whether it is related to licensee’s

product price (the royalty base price). If the royalty scheme is independent of the

price, the royalty payment is simply a constant. Otherwise, it is the product of

the royalty rate and the royalty base price. Whereas aforementioned papers model

either type of royalties for simplicity or by implicitly assuming the equivalence, a

stream of literature explicitly defines the former and the latter as per unit and ad

valorem, respectively, and compares them in various settings such as risk sharing

(Bousquet et al. 1998), Cournot duopoly (San Martín and Saracho 2010), and

information asymmetry about the competitors’ costs (Heywood et al. 2014). Llobet

and Padilla (2016) independently tackle the royalty base controversy but in a

two-tier setting by relating per unit and ad valorem to subsystem and full system

bases. Their welfare analysis result shows that ad valorem (full system base) royalty

tends to generate higher social surplus at stake of the downstream firm’s profit.

However, this approach neither precisely model the technology supply chain nor

plausibly explain recent regulation moves across countries (Mozur and Hardy 2015;

Lee and Nellis 2016).

Interestingly, the legal system treats the royalty base more importantly.

There are apportionment and entire market value rules for the patent infringement

damage calculation. If substantial evidence proves that the final product’s (the

full system’s) demand was initially generated from the demand for the patented

feature,2 then the courts order to compensate the loss from patent infringement

based on the entire market value rule,3 where the compensation is the product of a

portion of the entire product price (the full system price) and its sales. Otherwise,

the apportionment rule is applied, in which the compensation base is the smallest
2Mondis Technology, Ltd. v. LG Electronics, Inc., 2:07-CV-565-TJW-CE, (E.D.Tex. 2011)
3Lucent Technologies, Inc. v. Gateway, Inc., 580 F.3d 1301, 1336 (3d Cir. 2009)
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component that infringed the patent.4 Since the two rules are for the patent

infringement damage calculation ex-post, they are not readily applied to the

technology provider’s business model ex-ante. We differentiate ourselves from the

previous literature by explicitly formalizing the royalty base in multi-lateral supply

chains under varying competition in downstream firms and market conditions,

which are important yet neglected considerations. By doing so, we find that both

downstream firms and social surplus are affected by the royalty base but differently

by competition and consumer heterogeneity, which better rationalizes the conflicts

of interests between the technology provider and other entities and provides richer

managerial insights.

We aim to study a technology provider’s business model decision, specifically

how the royalty base and the position in supply chain may vary based on market

conditions (Bartz 2009; Mozur and Hardy 2015; Fairless and Clark 2015; Lee and

Nellis 2016). Gabszewicz and Thisse (1979, 1980) model a market with consumers

of different income levels but identical quality valuations. Mussa and Rosen (1978)

assume consumers’ different quality valuation, which has gained traction in the

management science literature. Subsequent researchers have been able to derive

more insights by modeling a market with discrete segments. Moorthy and Png

(1992) and Villas-Boas (1998) study product line in a single firm and in a supply

chain respectively, where the product quality is determined by its component

quality. Krishnan and Gupta (2001) extend with an additional common quality

component such as platform which needs one time investment. Krishnan and Zhu

(2006) formalize fixed and variable cost intensive qualities with quality saturation.

Most of these papers are focused on the product line design decisions of a vertically-

integrated monopolist. Our paper uses a similar end market model to these papers
4Cornell University v. Hewlett-Packard Co. 609 F.Supp. 279 (N.D.N.Y. 2009)
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but is sharply distinguished in that we consider a multi-tier supply chain driven by

upstream intellectual property which determines key aspects of product quality.

This paper contributes to the emerging research stream on Business Model

Innovation. Girotra and Netessine (2014) propose the definition of business model

as “a set of key decisions that collectively determine how a business earns its

revenue, incurs its costs, and manages its risks.” While our paper is not so broad,

we still address key monetization dilemmas of innovative technology providers.

Our paper is also related to Wang et al. (2017), who study a technology licensing

problem where the technology can be licensed to either a decentralized supply chain

with a designer and a producer or a centralized supply chain with an integrated

device manufacturer. The innovator’s critical decision is to whom it licenses rather

than how much to invest in technology R&D. Hu et al. (2017) take a look at

the case where technologies are owned by downstream manufacturers rather than

the upstream innovator. Their key business model decision is whether to open

a proprietary technology to its competitor to spur a common supplier’s costly

technology adoption. In contrast, a few paper analyze business model focusing

on consumer’s psychological recognition. Orsdemir et al. (2016) study vertical

integration and horizontal sourcing to ensure corporate social and environmental

responsibility that affects consumer demand. Lim et al. (2015) compare business

models regarding battery ownership of electric vehicle and the type of charging

station to mitigate consumer’s psychological barriers such as resale and range

anxieties of purchasing electric vehicle. They show that anxieties typically reduce

adoption but this depends on electronic vehicle production cost. Our paper differs

from these prior papers in its focus on technology investment and licensing business

model decisions. Lee et al. (2018b) may be the closest one to our work in that they

study both technology investment and multi-lateral supply chains but they still do
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not consider upstream innovations that are licensed rather than assembled.

This paper contribute to aforementioned research streams by investigating

a technology provider’s business model in three-tier supply chains, which are

increasingly common. We are differentiated from previous research in that the

business model may include not only technology licensing (royalty and/or fixed fee)

but also manufacturing strategies. We compare various combinations of business

models which differ in their royalty bases under varying degree of downstream

competition and consumer heterogeneity. Our work formalize that the upstream

technology innovator’s business model choices have significant impacts on not only

its own profit but also the supply chain’s profit and social surplus as discussed

below.

2.3 The Model

We begin with a description of the model setting followed by decision

sequence and formulation of a technology-intensive supply chain.

2.3.1 Model Description

Consider an upstream technology provider (TP ) in a supply chain that

invests and invents key capabilities which can be converted into intellectual property

licensed to downstream production companies (Erat and Kavadias 2006; Wang

et al. 2017; Lee et al. 2018b).5 The firm needs to make decisions about technology

investment as well as business model decision on technology licensing. It could be

a small start-up that lacks the resources to setup large manufacturing operations
5For the case where the technology is developed by a downstream firm, please see Wang (1998)

for licensing to the competing manufacturer and Hu et al. (2017) for licensing to the upstream
supplier.
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initially, but could grow to become a large player capable of forward integration, i.e.

subsystem production as discussed below. In this case, TP should set up a business

model from technology investment/licensing to production. Examples include

MIPS, ARM, and Qualcomm in semi-conductors and Alkermes with extended drug

delivery technology in life sciences. The product or the full system in question sold

to the consumer market (like a mobile phone or a medical device) is comprised of a

technology core and a physical system with integrated hardware and software, which

are termed as technology and system, respectively. The overall product quality is a

combination of these two parts. Although the technology provides critical capability

to products, it is of little value to consumers by itself without appropriate system

integration. The product can be highly valuable only if both technology and system

qualities are high (Altug and Ryzin 2013; Coad 2009), which is similar to the O-ring

or inter-dependent production model in economics (Kremer 1993). For example,

a smartphone with high bandwidth data networking technology is of limited use

without a high resolution screen or a fast processor. This is conceptualized as a

multiplicative combination of technology-driven and system qualities as follows. It

is noteworthy that we use the term quality in a micro-economic sense (as a measure

of capability) and our main results of the paper hold even with alternatives such

an additive model of quality.

Assumption 1. The overall product quality (Q) is a multiplicative combination of

technology-driven quality (T ) and system quality (θ): Q(T,θ) = Tθ.

We now turn to modeling the rest of the Technology Intensive Supply Chain (TISC),

animated by the intellectual property-protected upstream technology of quality T .

We model the case observed in practice (such as semiconductors, electronics, and

even life sciences) that in the emergent stages of the technology, the technology

provider focuses on achieving monopoly status by securing Intellectual Property
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(IP) protection and relies on downstream subsystem suppliers to manufacture and

incorporate it in a subsystem. This is in part due to resource constraints of the

technology provider in the emergent stages; later in the life cycle of a technology,

the provider may attempt to forward integrate into subsystem production. The

subsystem in question must be integrated into the final products sold to consumers.

To accurately describe such a multi-tier supply chain, we use Tiers 0, 1, and 2 from

downstream to upstream. A tier number represents a proximity to the end market.

Due to IP protection (offering monopoly rights), there is one technology provider in

Tier 2 that develops the technology of quality T by investing ctT δi in R&D, where

δi > 1, to capture the increasingly difficult task of improving technology quality in

a manner consistent with the microeconomics and operations literature (Jones and

Mendelson 2011; Lee et al. 2018b).

This technology needs to be embedded into a specialized subsystem by expert

suppliers before assembled into a full system by manufacturers. Although subsystem

manufacturing can be outsourced to contract manufacturers, the design of subsystem

(how to embed technology) should be provided as well, which often needs special

workforce to decode and understand the technology (Wang et al. 2017). For example,

there are specialized LTE modem suppliers such as MediaTek and Spredtrum.

Substantial capital investment for subsystem manufacturing leads us to assume

limited number of such firms. We model that there can be at most two suppliers.

Since the embedded technology is the primary determinant of the subsystem quality,

there is little room for endogenous quality differentiation. We analyze the base

model with the identical suppliers to provide clearest insights. Nevertheless, we

extend the model by releasing the assumption to examine the impact of supplier

asymmetry on business model in Section B.1 in the Appendix. After setting

subsystem prices, subsystems are sold to full system manufacturers.
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In Tier 0 (the full system tier closest to the end consumer), we model that there

can be two manufacturers M1 and M2 to model the varying degrees of competition

observed in industries such as smart phones and automobiles firms. Each full system

manufacturer develops a subsystem into a full system with additional components

referred to as system. Although they cannot alter the upstream technology (such

as LTE), they can determine system qualities (θ) by incurring convex increasing

unit production cost cfθδm , where δm > 1 (Mussa and Rosen 1978; Moorthy and

Png 1992; Lee et al. 2018b), as well as the retail prices (p).

As a result, we have a general three-tier technology supply chain that consists of

one technology provider developing IP-protected technology (Tier 2), supplier(s)

embedding the technology into subsystems (Tier 1), and manufacturer(s) assembling

subsystems with other components into full systems (Tier 0), where the number of

firms in Tier 0 and 1 can vary. This three-tier supply chain is the simplest structure

yet allows us to study a technology provider’s business model decisions from R&D

investment to licensing to manufacturing under varying degrees of competition in

the subsystem and full system tiers and of consumer heterogeneity.

The above-mentioned product of quality (Q) is sold to a market which we model

as follows. The market consists of low (l) and high (h) segments of consumers that

value product qualities differently. Let vl and vh(> vl) be the valuations (willingness

or ability to pay for a unit of quality) of each segment. The total size of the market

is normalized to 1. We define α ∈ (0,1) as the portion of h segment. Thus, the

market is fully characterized by two parameters (vh/vl, α), where vh/vl can be

viewed as a measure of consumer heterogeneity or market inequality. To keep the

focus on the supply chain and business model decisions, we adopt this discrete

market approach which has been widely embraced in the management science

literature to generate insights on firm’s product line design decisions (Moorthy and
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Png 1992; Villas-Boas 1998; Krishnan and Gupta 2001; Krishnan and Zhu 2006);

A continuous market modeling approach has difficulty in deriving cleaner insights

without resorting to simulation (Yurko 2011).

It is first evident that at most two different products can be sold by each firm

as there are only two segments. If both manufacturers have two products, they

compete in both segments earning zero profit. When only one product is sold,

there are two cases depending on target segments of both firms. If the target

segments are different, each manufacturer becomes a local monopoly and can

earn positive profit. In contrast, a firm earns nothing by selling to the same

segment. While we are interested in equilibrium outcomes, if there are multiple

equilibria, we concentrate on a Pareto dominant equilibrium. When the system

qualities are different, we let M2 be the manufacturer producing a superior system

without loss of generality. In addition, we model the industrial scenarios we have

studied wherein the technology embedded in the product may generate network

externalities to consumers - consumers in each segment may be impacted positively

to a greater or lesser degree by the usage of the product across the two segments.

This becomes particularly salient when the technology is related to communication

or networking. Even non-communication technologies generate certain degree of

network externalities due to the availability of support services and applications. To

model these factors, we assume that a product may generate additional utility to its

existing customers that is proportional to the current sales or demand of the product,

D. We model the proportion of total utility increase by the product externalities as

Dγ where γ ≥ 0 can be interpreted as the degree of network externalities associated

with the product. When γ is low, a consumer’s utility is little affected by the sales

volume. If it is high, her utility could vary significantly depending on sales. Our

modeling of network externalities, that they are independent of product quality
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and increase in sales, follows prior research (e.g., Conner 1995; Sun et al. 2004; Lee

and Mendelson 2008). A type-x consumer’s utilities for x ∈ {l, h} can be written

as:

U(Q,p|vx,D) = vx ·Q ·Dγ−p, (2.1)

where p is the product price paid by consumer x, who buys at most one product

that gives the highest non-negative utilities among the set offered.

2.3.2 Business Model for Technology Provider

We begin the business model analysis with volume-based royalty licensing only

then introduce fixed fee. Technology licensors in many industries are committed to

Fair, Reasonable, And Non-Discriminatory (FRAND) licensing. A provider can

still determine details of licensing conditions but can neither restrict the number of

licensees nor charge different royalty rates to different customers. To reflect this

industrial reality, we make the following modeling assumption.

The technology provider offers the same royalty rate to licensees.

We define a business model for a technology provider (TP ) as a collection

of business decisions from technology development to licensing to manufacturing.

Specifically, we refer to FSB (SSB) as a business model using the full (sub) system

as the royalty base, where the R&D investment, the royalty rate, and the subsystem

price when TP integrates into subsystem production, should be determined. As

Figure 2.1 illustrates, it is the full system manufacturers (subsystem suppliers) that

make royalty payment under FSB (SSB).

Each tier makes decisions sequentially from upstream to downstream or

from Tier 2 to Tier 0. The sequence of events is based on our field studies in
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Tier 0
(Full System)

Tier 1
(Subsystem)

Tier 2
(Technology)

royaltyroyalty
TP

S2S1

M2M1

h-typel-type

TP

S2S1

M2M1

h-typel-type

royalty

Tier 0
(Full System)

Tier 1
(Subsystem)

Tier 2
(Technology)

(a) SSB (b) FSB

Market Market

royalty

Figure 2.1: Subsystem Base Business Model (SSB) and Full System Base
Business Model (FSB)

the electronics industry and is illustrated in Figure 2.2. In the initial stage, a

technology provider in Tier 2 chooses a royalty base between sub and full systems.

Then, it determines the investment in technology development and the royalty rate

for technology licensing. For notational convenience, we use large (small) letters

T (t) and R (r) to denote the technology quality and the royalty rate under FSB

(SSB), respectively. Next, subsystem suppliers (S1 and S2) in Tier 1 decide their

subsystem prices. In the final stage, full system manufacturers (M1 and M2) in

Tier 0 determine which supplier subsystem to procure, the full system qualities, and

the full system prices. We analyze this sequence to generate insights of business

model decisions, assuming that all decisions are observable.

Technology
Investment

(T or t)

Royalty
Rate

(R or r)

Subsystem
Prices

(𝑤𝑤1 and 𝑤𝑤2)

Component
Qualities

(𝜃𝜃1 and 𝜃𝜃2)

Retail
Prices

(𝑝𝑝1 and 𝑝𝑝2)

Technology
Provider
(Tier 2)

Supplier 1
Supplier 2
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Manufacturer 2

(Tier 0)

time
Supplier 
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Royalty
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(FSB or SSB)

Figure 2.2: Decision Sequence
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2.4 Analysis

To investigate the optimal business model for a technology provider (TP )

under various supply chain structures and market conditions, we begin with the

analysis of TP that focuses on R&D and does not manufacture the technology

embedded subsystem, which will be relaxed in future sections. We also start

analyzing the optimal business model in a three-tier monopoly supply chain as a

benchmark, where there is only one firm at each tier in Section 2.4.1. Then, we

investigate the competition impact on SSB and FSB followed by the comparison in

Section 2.4.2. We conclude the section by introducing fixed fee into the business

model in Section 2.4.3.

2.4.1 Business Models under Monopolistic Supplier and

Manufacturer

Suppose that there is one firm in each tier. We examine the optimal

business model for the technology provider (TP ) by backward induction under

SSB followed by FSB. Let us look at Tier 0, the full system manufacturer (M),

which determines its product line strategy, the optimal system qualities, and prices.

These decisions are analogous to prior work dealing with a monopolist’s product

line design (Moorthy and Png 1992). From this research stream, we learn that the

consumer heterogeneity parameter is a critical factor influencing the manufacturer’s

decision. For example, M initially extends its product line to serve all segments,

but shrinks it later to focus on the upper segment(s), as market inequality increases.

We refer to these approaches as Extension and Niche. On top of the prior literature,

product externalities can make another strategy, Standard, optimal, where one
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standard product is sold to all segments.6 The manufacturer’s profit function can

be generally expressed as follows.

πM (θ1, θ2, p1, p2|w) =
2∑
j=1

(pj− cfθδmj −w)Dj(θj , pj).

The profit function consists of up to two streams of profits depending on the product

line. Notice that there are two types of variable costs. The manufacturer incurs not

only the full system production cost (cfθδmi ) but also the subsystem procurement

cost (w). It implies that S can influence M ’s decisions through w. For example,

if w is high, M may not want to achieve either Extension or Standard and adopt

Niche instead. Thus, S should set w carefully by examining M ’s incentives related

to each product line. The supplier’s profit function can be written as follows.

πS(w|t, r) = (w− rw− cs)Ds(w).

We remind that S is responsible for royalty payment (rw) under SSB. The technology

provider invests in R&D and earns the royalty payments. For brevity, we use

subscript I for the technology provider who is the key innovator in this supply

chain. Its profit function is:

πI(t, r) = rwDI(t,r)− cttδi . (2.2)

Even though (2.2) is a simple form, maximizing it involves an interesting complexity.

It should anticipate the sequential responses of both Tier 0 and Tier 1. For TP
6The product line can be classified with respect to its market coverage. Namely, Extension

and Standard fully cover the market but Niche partially does. While Standard can be equilibrium
in this trilateral monopoly supply chain, it is not when there are multiple manufacturers. For
such competitive environments, we use rather intuitive terms, Full and Partial, to refer to product
line strategies.
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to achieve a particular product line, it should induce S to set w accordingly by

setting t and r so that S and M are better off under TP ’s intended strategy than

others. That is, TP needs to maximize its profit under the sequential deviation

concern complicated by the technology externalities.

When the technology is licensed under FSB, M pays the royalties instead of

S. For simplicity, we use the capital letters for profit (Π) and TP’s decisions (T ,

R). Each firm’s profit function under FSB is expressed as follows.

ΠM (θ1, θ2, p1, p2|w) =
2∑
j=1

(pj(1−R)− cfθδmj −w)Dj(θj , pj),

ΠS(w|T, R) = (w− cs)Ds(w),

ΠI(T, R) =
2∑
j=1

RpjDj(θj , pj)− ctT δi .

It is worthwhile to mention that FSB has an adverse impact on M ’s system quality

investment (θi). This is because the royalty payment based on its full system

prices prevents M from capturing all of the benefits generated from its system

quality investment as part of the gains are transferred to TP . This adverse impact

differentiates FSB from SSB and imposes another complexity on FSB TP ’s optimal

decision in addition to the sequential deviation issue, preventing us from fully

characterizing the optimal product line strategy under different business models.

Nevertheless, we characterize the optimal business model for a trilateral monopoly

for a special case.

Proposition 2.1. In a trilateral monopoly supply chain, SSB dominates FSB from

the technology provider’s perspective by inducing

(i) Extension for low levels of market inequality with high enough network exter-

nalities
(
vh
vl
≤ 1

α and γ ≥ γ
)
,
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(ii) or, Niche for high levels of market inequality with moderate network externa-

lities
(

1
α1/2+γ ≤

vh
vl

and γ ≥ 1
2

)
,

where γ is characterized in the Appendix.

Proposition 2.1 shows the sufficient conditions for the optimality of SSB

for TP in a trilateral monopoly setting. When consumer heterogeneity/market

inequality is not high (vh/vl ≤ 1/α) and the technology externalities are above the

threshold (γ ≥ γ), the Niche strategy is not a very attractive approach as it is

more profitable to serve the entire market. Moreover, the Standard approach is

dominated by Extension, which is more profitable via coordinated pricing. As a

result, SSB TP is able to extract all of the surplus generated from downstream

firms without being concerned about their desire to deviate from Extension strategy.

Although FSB TP does not have the deviation concerns either, it discourages the

manufacturer’s quality investment leading SSB to dominate FSB for TP ’s profit.

Similarly, if the inequality is high enough, TP finds it optimal to partially cover

the market. That is, TP charges a high royalty rate to force downstream firms to

serve only h segment or to adopt Niche.

When market inequality becomes moderate, downstream firms are more

tempted to deviate out of Extension. Because of the externalities, TP lowers the

royalty rate to still induce them to cover the whole market via Standard, where TP ’s

profit is decreasing in market inequality. While it is challenging to characterize

the optimal business model for moderate levels of market inequality, our numerical

results show that SSB continues to outperform FSB (Figure 2.5(a)). That being

said, as we will see in the next subsection, this result is reversed and FSB emerges

as a viable and even dominant strategy when the intermediate supply chain tiers

experience competition.
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2.4.2 Business Models Under Symmetric Suppliers and Ma-

nufacturers

Subsystem Base Business Model:

Now let us consider a supply chain comprising of multiple firms at Tiers 0

and 1, where the royalty base is the subsystem. We begin with the case where there

are two identical subsystem suppliers at Tier 1 to focus on full system competition

in Tier 0.

Due to the competition between the symmetric suppliers S1 and S2, ma-

nufacturers in Tier 0 are able to choose the lower price supplier and procure the

subsystem at w = min(w1,w2), where wi is Si’s subsystem price. We apply bac-

kward induction for the remaining price and quality decisions. Manufacturer i (Mi)

solves the following problem:

maximize
pi

πi(pi|pj , θi, θj , t) = (pi− cfθδmi −w)Di(pi|pj , θi, θj , t)

subject to w ≤ pi− cfθδmi . (2.3)

Each Tier 0 manufacturer seeks to maximize the total profit, which is the unit

profit of product i times its demand, Di. The exogenous subsystem price w imposes

the participation constraint (2.3). If w is high enough, manufacturers are forced to

cover only h segment. Otherwise, they may cover the entire market. In Tier 1, a

supplier sells a subsystem at wi while incurring an exogenous manufacturing cost

cs and paying r ·wi to TP as a royalty payment. Its unit profit is wi(1− r)− cs.

The identical subsystem quality and cost assumption lead two suppliers to compete

in price, resulting in w1 = w2 = cs
1−r . In Tier 0, TP has two profit streams–royalty

payments and sales. With respect to the royalty rate decision, TP essentially
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should choose between the full coverage (both l and h segments) and the partial

coverage (only h segment). TP has the same profit function to (2.2) in the trilateral

monopoly case. Notice that the royalty profit increases in r. The optimal royalty

rate is set at the highest value such that (2.3) is binding. Then, TP chooses the

optimal t that equates marginal cost and revenue. After extensively analyzing

the firm’s decisions under SSB (Lemma B.1 in the Appendix), we state the main

managerial insights as the following lemma.

Lemma 2.1. The SSB profit-maximizing market coverage policy under competition

is a threshold policy. If vhvl ≤
ṽh
vl
, the market is fully covered. Otherwise, the market

is partially covered, where ṽh
vl

is characterized in the Appendix.

All proofs as well as the detailed equilibrium outcome expressions on the

royalty rate, the technology quality, and TP ’s profit are given in the Appendix.

The lemma shows that the optimal market coverage policy is a threshold policy,

in which Tier 0 and Tier 1 are integrated through SSB. When market inequality

is low, TP covers the entire market by setting r such that M1’s participation

constraint is binding and TP ’s profit is independent of market inequality. If the

inequality is high enough, TP increases r to induce both manufacturers to compete

for h segment. Therefore, M1’s profit ends up with zero under SSB, which is not

necessarily the case under FSB.

Full System Base Business Model:

Consider the business model where royalty is charged on the full system

prices. Being similar to that under SSB, Mi’s profit function is:

Πi(pi|pj , θi, θj ,T,R) = (pi(1−R)− cfθδmi −w)Di(pi|pj , θi, θj ,T,R).
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We remind that a full system manufacturer only internalizes 1−R of its price pi

due to the royalty payment (piR) under FSB, which negatively affects the system

quality decision (θi) and may lower the retail price in equilibrium. After analyzing

Tier 0 manufacturers’ optimal decisions in Lemma B.2 in the Appendix, we obtain

that not only the manufacturer’s quality but also its prices decrease in the royalty

rate. It implies that TP may set a lower royalty rate under FSB than SSB to

incentivize the full system manufacturer. The competition between symmetric

suppliers in Tier 1 drives the equilibrium subsystem price to the manufacturing

cost, cs. Anticipating the responses in Tier 0 and 1, TP determines the technology

quality T and the royalty rate R. In doing so, the technology provider can resort

to full market coverage or partial coverage, which we now examine separately.

To achieve full coverage, TP must ensure that both the low-end (M1) as

well as high-end (M2) manufacturers find it incentive compatible to enter the each

segment, in which there are two different full systems sold at different prices. The

technology provider should determine the technology quality and the royalty rate

considering that it earns different per unit royalty payments from manufacturers.

In this FSB full coverage case, TP solves the following problem.

maximize
T,R

Πf
I (T,R) =R

(
pf1(T,R)(1−α) +pf2(T,R)α

)
− ctT δi

subject to 0≤ pf1(T,R)(1−R)− cfθ1(T,R)δm− cs. (2.4)

(2.4) isM1’s participation constraint. Whereas bindingM1’s participation condition

is optimal for SSB full coverage, FSB’s adverse impact on downstream quality

may or may not make (2.4) binding optimal. The complex expressions for optimal

decisions are stated in Lemma B.3 in the Appendix.

Turning to the partial coverage case, we can show that it is dominated by
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the full coverage option for all but extreme cases of dominant h segment. Notice

that to achieve partial coverage case, TP must induce both manufacturers in Tier 0

to forego l segment and to sell their full systems to h segment by setting the royalty

rate and the technology quality. Therefore, TP solves the following problem for

partial coverage.

maximize
T,R

Πp
I(T,R) =−ctT δi +Rpp(T,R)

subject to cs > vlθ1(T,R)T (1−R)− cfθ1(T,R)δm , (2.5)

cs ≤ vhαγθp2T (1−R)− cf (θp2)δm . (2.6)

(2.5) assures a manufacturer’s deviation to l segment is not profitable and (2.6)

guarantees that the concentration on h segment is profitable. We make two

observations in TP ’s problem. Like SSB, manufacturer’s competition for the same

segment causes the full system price to be set at the cost. However, a royalty rate

which is sufficiently high to satisfy (2.5) and (2.6) may discourage downstream

quality investment significantly, which curtails the manufacturers’ costs and TP ’s

royalty profits in turn (Lemma B.4 in the Appendix). As a result, partial coverage

is dominated by the full coverage under FSB in all but the extreme parameter

ranges of high-segment customers. We now formally state this optimal FSB decision

and market coverage result.

Lemma 2.2. The FSB profit-maximizing market coverage policy under competition

involves full coverage for all but the extreme proportion of h segment customers.

While the optimal technology quality is monotone increasing, the optimal royalty

rate is not monotone increasing in market inequality.

Lemma 2.2 has two interesting implications. First, it shows that the techno-
7Parameter values are δm = 2, δi = 3,α= 0.2, cs = 0.35, ct = 0.5, cf = 0.25,γ = 1, and vl = 1.
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Figure 2.3: The optimal royalty rate (R∗) and the optimal technology quality
(T ∗) under FSB Full coverage 7

logy provider under FSB adopts the full coverage in most markets with small to

reasonably large h segment8 and for even high market inequality, which is in sharp

contrast to the partial coverage under SSB (Lemma 2.1). Next, as a result, the

equilibrium royalty rate is determined as stated in Lemma B.3 in the Appendix, re-

sulting in the royalty rate is not monotone increasing in market inequality. Instead,

it converges to a constant. When the royalty rate is increasing in low market

inequality, M1’s participation condition (2.4) is binding like SSB. However, for high

inequality, it is optimal not to bind (2.4). This is because a high royalty rate that

extracts all the profits of M1 may substantially reduce the high-end manufacturer’s

(M2’s) royalty payment since the high royalty rate also discourage M2’s system

quality investment and retail price. Figure 2.3(a) and (b) illustrate that the optimal

royalty rate converges to a constant but the optimal technology quality is increasing

in market inequality.

The comparison of optimal market coverage policies between SSB and FSB

suggests that the technology provider should understand that the market coverage
8The partial coverage can be optimal only within a range of market inequality if α is close to 1

as shown in the proof of Lemma 2.2.
9n/a means TP ’s participation condition is not satisfied.
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Figure 2.4: Technology Provider’s Market Coverage Comparison between FSB
and SSB 9

decision can widely vary depending on the royalty base, which is illustrated in

Figure 2.4. The varying market coverage under different royalty bases generates

a new insight for policymakers. If the market coverage is the first priority and

modifying regulation takes considerable time and effort, allowing FSB may be the

robust decision.

Optimal Business Model:

We have investigated TP ’s optimal investment in technology development

and optimal royalty rate under each business model. Based on these findings, we

study the optimal business models for TP as well as other entities in the supply

chain. First of all, when the proportion of h segment (α) is dominantly large,

SSB partial coverage is clearly optimal as we discussed in Section 2.4.1.10 In

contrast, when α is small or moderate, the market is fully covered with different

business models depending on market inequality. For the meaningful business

model comparison, we focus on the latter case hereafter, which is most real-world

markets and an optimal business model is defined by each entity in the supply

chain as the one generating more profits or surpluses.

From the above analysis, it is clear that TP ’s profit under SSB is constant
10We derived the threshold portion of h segment ᾱ in Lemma B.5 in the Appendix such that

for α≤ ᾱ the market is fully covered under both business models.
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as market inequality (vh/vl) increases,11 because the per unit royalty payment is

constrained by M1’s price or l segment’s valuation (vl). In contrast, FSB enables

TP to receive a higher per unit royalty payment from M2, leading TP ’s profit

under FSB to increase in market inequality. Clearly, TP prefers to adopt FSB as

market inequality increases, but we find that policymakers,12 consumers, and even

high-end manufacturers can prefer the FSB approach at increasing levels of market

inequality. We now discuss the implication of these business models for different

parties including different supply chain firms, consumers and policymakers in the

following proposition.

Proposition 2.2. In a trilateral supply chain under downstream competition and

contingent on TP developing its technology (conditions provided in the Appendix),

SSB is attractive at low level of market inequality, but FSB dominates SSB for each

of the supply chain entities as market inequality increases in the following order:

Low-end manufacturer (M1)–Technology Provider (TP )–Policymakers–Consumers–

High-end manufacturer (M2).

Proposition 2.2 shows that the competition among supply chain entities

can have a significant impact on the business model preference of each entity.

Loosely speaking, the technology provider prefers the SSB with no competition but

prefers the FSB approach under competition. For γ = 1 and α = 1/2, Proposition

2.1.(i) and 2.1.(ii) indicate that SSB is optimal for vh/vl ≤ 2 and vh/vl > 2.83 in a

trilateral monopoly setting. In contrast, the characterization in the Proposition 2.2

implies that FSB is already optimal for vh/vl ≥ 2. Figure 2.5 clearly contrasts this,

where FSB (SSB) is optimal in the (un)colored region. While the uncolored region

dominates in Figure 2.5(a), the colored region is substantially larger in Figure
11We fix vl and let vh vary when it comes to market inequality vh/vl.
12Since the market is fully covered regardless of business models, policymakers’ objective

function is the social welfare, which is the sum of all the profits and consumer surplus.
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Figure 2.5: Technology Provider’s Optimal Business Model in vh/vl and α
Under Varying Downstream Competition 13

2.5(b). This is because FSB enables the technology provider to earn different per

unit royalty payment with a single royalty rate from manufacturers where their full

system prices are different. As market inequality becomes higher, M2’s full system

price also increases, leading TP to be increasingly better off under FSB.

Interestingly, other entities in the supply chain are also generally better

off under FSB for increasing levels of market inequality, as FSB TP invests more

in technology R&D while slowly increasing the royalty rate. In addition, there

is an order of preference shift from SSB to FSB in the supply chain. Whereas

TP prefers FSB even with low market inequality, M2 prefers FSB only at high

enough market inequality when M2 can sell superior enough full systems thanks

to higher quality technology (TP–M2). Meanwhile, M1 weakly prefers FSB since

it can earn strictly positive profit under FSB (M1–TP ). Although consumers do

not pay royalties directly, their products are negatively affected by the royalty rate

under FSB. To garner more surpluses, consumers need some good technology but
13Parameter values are δm = 2, δi = 3, cs = 0.2, ct = 0.4, cf = 0.25, γ = 1, and vl = 1.
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not as good as M2 needs (Consumer–M2). Social surplus, policymakers’ objective,

is the aggregate of all entities’ profits and surpluses. FSB is socially preferable

if the technology investment under FSB is large enough. TP ’s contribution to

social surplus makes FSB socially optimal even though consumers are not better off

yet (Policymakers–Consumers). Table 2.1 summarizes how each entity’s business

model preference shifts as market inequality increases.

Table 2.1: Optimal Business Model For Each Entity In Market Inequality 14

Business Model Market Inequality (vh/vl)

Low −−−−−−−−−−−−−−−−−−−−−−−→ High

SSB

TP
PM PM

Consumer Consumer Consumer
M2 M2 M2 M2

FSB

M1 M1 M1 M1 M1
TP TP TP TP

PM PM PM
Consumer Consumer

M2

Whereas TP can theoretically implement its preferred business model ig-

noring other firms, such a monopolistic behavior may cause various conflicts of

interests. Anticipating or having such an issue, not only TP but also other entity

may propose a reconciliation scheme. In the most likely conflict between TP

and M2, if TP earns more profits by changing its business model from SSB to

FSB (ΠI −πI) than M2’s loss (Π2−π2), TP may arrange a lump-sum payment to

M2 and vice versa. We characterize this reconciliation scheme with a lump-sum

payment in the following proposition.

14PM means Policymakers. M1 and M2 are the low-end and the high-end manufacturers,
respectively.
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Proposition 2.3. When market inequality is low, SSB can be adopted by M2

subsidizing TP . Otherwise, FSB can be implemented by TP subsidizing M2.15

Figure 2.6 illustrates TP ’s additional profit under FSB (ΠI −πI) with the

solid line and M2’s additional profit under SSB (π2−Π2) with the dashed line. If

the solid line is below (above) zero, SSB (FSB) is preferable for TP . Similarly,

when the dashed line is below (above) zero, FSB (SSB) is preferable for M2. As

Table 2.1 shows, both firms prefer SSB and FSB in region (A) and (D) or low

and high market inequalities, respectively. In region (B) and (C), TP prefers FSB

but M2 is better off under SSB. Since TP ’s gain from FSB is larger than M2’s

gain from SSB in region (C), TP can make M2 indifferent under FSB by giving

a lump-sum payment. In region (B), M2 may have TP adopt SSB by making

a similar one time payment to make TP indifferent. The payment may be cash

(Mozur and Hardy 2015) or in-kind engineering and design services (Shrout 2018).

Although the actual amount of the payment is likely to be determined by many

factors such as bargaining power of the different entities16, the amount will increase

(e.g., the solid line in [v1 , v2)) and then decrease (e.g., the dotted line in [v2 to v3))

in market inequality. The approach presented in Proposition 2.3 can be extended

to resolve a conflict between any entities in TISC.

Our results provides a theoretical rationale to reason technology provider’s

business model choices, various conflicts and regulatory moves. Proposition 2.2

shows that market inequality is a key factor for the business model choice. In

practice, the ratio between the prices of a high-end and low-end full systems can be
15A sufficient condition for a special case is characterized in the proof in the Appendix.
16For instance, if M2 has greater bargaining power, v2 will become greater and Region (B)

larger - this can be seen with a proportion parameter η ∈ (0,1] that M2 must compensate for TP ’s
loss. As η decreases, M2’s bargaining power increases. For η = 1, M2 should pay TP ’s whole
loss because of SSB, i.e., the solid line in Region (B). However, for η < 1, M2 needs to pay TP ’s
partial loss pushing the solid line downward with the dotted line unchanged. Thus, Region (B) is
expanded and SSB will be more likely to be observed. The same logic can be applied to TP .
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Figure 2.6: Profit Differences of TP and M2 under FSB and SSB

a reasonable proxy for market inequality. This price ratio in PC market (2 to 4)17

tends to be smaller than the ratio in smartphone market (greater than 10, Elmer-

DeWitt 2013). Being consistent to our result, technologies relevant for PC is often

licensed under SSB (e.g., Random-access Memory technology of Rambus)18 but

communication technologies for smartphone such as LTE are licensed under FSB.

The proposition also implies that TP and M2 are most likely to have the conflict of

interests among entities in TISC (e.g., Pettersson et al. 2015; Bartz and Nellis 2017;

Greenwald 2017). When it comes to regulation, policymakers across countries may

prefer different business models depending on their economy structures. Recently,

Qualcomm was fined in China and Korea for its FSB practice (Mozur and Hardy

2015; Lee and Nellis 2016). The smartphone industry in Korea relies more on the

high-end manufacturers than China. That is, the policymakers in such an economy

lean more toward to M2 by regulating FSB. Interestingly, the decision in China

may not seem consistent as FSB may be more beneficial to the economy consisting

of more low-end manufacturers. Nevertheless, it is also explained by replacing
17https://technology.ihs.com/415044/mainstream-and-value-pcs-rule-over-high-end-

performance-models
18http://www.nasdaq.com/article/rambus-rmbs-sk-hynix-amend-patent-licensing-deal-

analyst-blog-cm488913
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M2 with policymakers in Proposition 2.3. Although the National Development

and Reform Commission (NDRC) of China had accused Qualcomm of its FSB,

the agency allowed the company to maintain FSB after the settlement with $975

million fine. In the next section, we continue investigating the technology business

model by accommodating another common licensing mechanism, a fixed fee.

2.4.3 Fixed Fee and Royalty Rate Licensing

We have investigated the technology provider’s business model where the

technology is licensed by means of royalty. A fixed fee is another major licensing

mechanism. It is known to mitigate double marginalization but is lacking of demand

risk sharing. When demand is certain and segmented like in our setup, a fixed fee

does not have these trade-offs. To show clearer insights by adding a fixed fee, we

analyze the base case supply chain with identical suppliers where the technology

can be licensed via not only a royalty rate but also a fixed fee. We note that TP

adopting SSB can extract all the profits of suppliers under either full or partial

coverage with only a royalty rate, implying that a fixed fee is redundant under SSB.

Instead, it may improve FSB TP ’s profit since a fixed fee does not impose negative

effects on system quality in the downstream but at the same time enables TP to

extract additional profit. Hence, we focus on investigating the impact of a fixed fee

on FSB.

We analyze the full coverage case and then consider the partial coverage

followed by the comparison. A manufacturer i’s (Mi’s) profit with the fixed fee W

is:

Πi(θi, pi) = (pi(1−R)− cfθ2
i − cs)Di︸ ︷︷ ︸

Bi

−W,
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where Bi is Mi’s profit before paying the fixed fee W . Then, TP ’s problem is

written as follows.

maximize
T,R

ΠI(T,R) =−ctT 3 +R(p1(1−α) +p2α) + 2W

subject to 0 ≤ B1,

W = min{B1,B2}.

The first constraint is M1’s participation constraint. The next constraint is for the

fixed fee, implying that it can be one of four amounts, i.e. W ∈ {0,B1 <B2,B2 <

B1,B1 =B2}. First, if the participation constraint is binding, the fixed fee is zero

and redundant for TP . Second, B1 is likely to be W when h segment is large. In

the opposite case, B2 constrains W . The last case is when two manufacturer’s

profits before paying the fixed fee are equal. With the characterization of optimal

decisions for each fixed fee case in Lemma B.6, we obtain the following proposition.

Proposition 2.4. Consider a trilateral supply chain with identical suppliers and

manufacturers where the technology is licensed with a fixed fee and a royalty rate.

(i) SSB is still optimal at low market inequality, but FSB dominates SSB as

market inequality increases for all segment sizes except the identical size

(α= 1/2) in the following order: Technology Provider (TP)–Policymakers–

Consumers–High-end manufacturer (M2).

(ii) Low-end manufacturer’s is better off under FSB in an interval of market

inequality.

(iii) The optimal royalty rate may not be increasing in market inequality.

Proposition 2.4.(i) shows that SSB (FSB) is still optimal for all entities

except M1 when market inequality is low (high). We remind that whereas the
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royalty rate in SSB is constrained by a smaller margin of manufacturers, fixed fee

in FSB is limited by a smaller sales profit of manufacturers. If market inequality

and α are small, both manufacturers’ margins are about the same but their sales

profits are much different, where SSB can perform better than FSB with fixed

fee for TP ’s profit. When two market sizes are equal (α = 1/2), the sales profit

difference is negligible for low market inequality, resulting in FSB’s dominance as

a special case. Consequently, the business model preferences of most entities are

preserved with the additional licensing instrument, a fixed fee.

Proposition 2.4.(ii) reveals that M1 strictly prefers FSB when market ine-

quality is intermediate. It is because the fixed fee is determined by a smaller sales

profit of M1 and M2. We remind that M1 earns zero regardless of business models

even without a fixed fee for low market inequality. In the opposite case, M1’s

sales profit constrains the fixed fee implying that its profit under FSB is indifferent

from SSB. When market inequality is intermediate, TP sets a low royalty rate

to mitigate FSB’s adverse impact on full system quality and captures all of M2’s

profit with a fixed fee, leading M1 to be profitable. Indeed, Proposition 2.4.(iii)

shows that the optimal royalty rate should be lowered in market inequality when

it is intermediate. Now let us consider the partial coverage case. By charging a

high fixed fee and zero royalty rate, FSB TP can extract as much as SSB TP can.

However, FSB is more restrictive to prevent a manufacturer’s deviation incentive to

full coverage, since the fixed fee does not affect the manufacturer’s margin directly

as SSB does. Thus, SSB still outperforms FSB for the partial coverage.

In summary, the optimal royalty base and the other structural results on the

comparative attractiveness of the FSB and SSB of the earlier section are not affected

much by the addition of a fixed fee. While the fixed fee brings additional profits to

FSB TP , we find that SSB is still optimal for TP for low market inequality and
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FSB continues to become more attractive at increasing levels of market inequality.

2.5 Business Model Adaptation and Forward In-

tegration

We now further generalize the analysis of FSB and SSB to the case when

the subsystem suppliers in Tier 1 are asymmetric with cost-quality gaps. As the

suppliers may earn profit, either technology providers or full system manufacturers

can be motivated to integrate into subsystem production.19 We refer to each

integration as forward and backward integrations, respectively. In particular, forward

integration is increasingly relevant in practice as a technology provider can do

so relatively easily compared to a manufacturer thanks to the provider’s superior

knowledge regarding the technology as the originator. In this section, we study how

the forward-integrated technology provider should modify its business model and

go to market approach, where the subsystem competition strategy is a new element

in the business model. Backward integration is studied in the following section.

We first outline the asymmetry and describe the model setting. While

the embedded technology determines the most quality of the subsystem, each

subsystem may differ in quality due to exogenous factors such as understanding

of technology, reputation, brand, and service (Conner 1995). We normalize the

superior subsystem’s quality 1 and define β ∈ (0,1) as the inferior subsystem’s

relative quality, letting S2 be the superior quality supplier without loss of generality.

We also define c1 and c2 as the manufacturing cost of each supplier with c1 < c2.

For ease of exposition, we adopt the common convention of quadratic system quality
19If there are symmetric suppliers, they are engaged in Bertrand price competition and earn

zero profit. The forward integration into either of a supplier does not help TP to attain more
values created from the downstream.
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cost (δm = 2, e.g. Moorthy and Png 1992; Mussa and Rosen 1978; Krishnan and Zhu

2006) and linear technology externalities in users (γ = 1, e.g. Lee and Mendelson

2008; Conner 1995; Sun et al. 2004) and put a mild convex increasing technology

cost assumption of δi = 3 to avoid trivial/corner cases.20 21 When TP produces a

subsystem, we model its subsystem as the superior one because of TP ’s inherently

better understanding of the technology as the originator. Facing a competing

supplier (S1) with inferior quality (β < 1), there are four competition strategies

available. First, TP can behave as the monopoly despite of the competing supplier

(S1). Second, TP may deter S1 from entering by setting a low subsystem price,

which is termed as Deter. Next, it can share the market; in this strategy, TP sells

to M2 for h segment, and S1 sells to M1 for l segment. This strategy is referred to

as Share. Lastly, it can forego the market; specifically, TP chooses not to produce

subsystem at all and relies on S1’s production, which is called as Forego. When α is

very large, the optimal business model is to use SSB and partially cover the market

by deterring the competitor to enter, which is rather straightforward. Thus, we

concentrate on the case in which α is small to moderately large where the market

is fully covered by either SSB or FSB.

2.5.1 Subsystem Base Business Model for the Integrated

Technology Provider

Under SSB, TP can control S1’s price via the royalty rate. Its main decision

is whether to license the technology or not. If TP does not want to license, TP
20In Section 2.4, we obtain a mild convexity condition between δm and δi, namely k = δiδm−

δi− δm > 0. If δm = 2, then δi > 2 for k > 0. By assuming δi = 3, we have the simplest model for
more complex cases.

21Under these environments, the non-integrated TP finds FSB (SSB) generally optimal when β
or market inequality are high (low). It is because the heterogeneous subsystems in quality enable
TP to receives different unit royalties under not only FSB but also SSB. We refer the readers to
the Appendix B.1 for the analysis and detailed discussion.

82



www.manaraa.com

can adopt Deter by charging a very high royalty rate, for example r = 1. We

note that the resulting profit is the same to the monopoly profit since there is

no deterrence cost. Hence, we treat Deter and Monopoly in the same manner.

Otherwise, there are two outcomes of licensing from Share and Forego. After

deriving the optimal decisions for each strategy in Lemma B.7 in the Appendix,

we characterize the optimal business model for the forward-integrated technology

provider in the following lemma.

Lemma 2.3. Consider a trilateral supply chain where the technology provider

produces the superior subsystem under SSB. Its competition strategy shift in β for

market inequality is as follows.


Monopoly−Forego if vh/vl ≤ vs1h /vl,

Monopoly−Share−Forego otherwise,

where vs1h is characterized in the Appendix. Moreover, when vh/vl < 1/
√
α, the

technology provider’s equilibrium profit is weakly increasing in β.

Lemma 2.3 shows TP ’s optimal competition strategy with respect to market

inequality and the quality of the competing supplier (β). When TP ’s competitive

advantage is clear (low β), Deter is optimal and TP ’s profit is not affected by β. In

the opposite case of high β, TP relies on the competitor’s production, i.e. Forego,

where its profit is increasing in β. When market inequality is low or, equivalently, l

segment is more important, TP maximizes its profit by providing one subsystem to

the market. Hence, the optimal strategy shifts from Monopoly to Forego and TP ’s

profit is weakly increasing in β. In contrast, for high market inequality, TP wants

to maximize quality differentiation between full systems with different subsystems if

the competing subsystem’s quality is intermediate. That is, TP shares the market
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with S1, where TP sells to M2 and S1 does to M1. At first glance, TP ’s profit may

decrease in β, because it should lower its subsystem price for M2 not to buy from

S1. Although this reduces TP ’s subsystem sales profit, the royalty profits from S1

increases in β. Therefore, if market inequality is small enough (vh/vl < 1/
√
α), the

royalty profit gain is more than the sales profit loss, leading TP ’s profit to increase

as its competitor has better quality. The lemma implies that TP is generally better

off with a stronger competitor for low market inequality. As we will see in the next

subsection, TP ’s profit in β becomes more nuanced under FSB.

2.5.2 Full System Base Business Model for the Integrated

Technology Provider

Next, we consider the integrated technology provider under FSB. Its invest-

ment, royalty rate, and pricing decisions under FSB are more complicated because

it can be optimal for TP to leave some profits to the low-end manufacturer (M1).

The optimal decisions under each strategy are characterized in Lemma B.8 in the

Appendix. The complex representation of profit function under Share hinders us

from comparing profits across the strategies. Nevertheless, we characterize sufficient

conditions for strategies to be optimal.

Lemma 2.4. Consider a trilateral supply chain where the technology provider

produces the superior subsystem under FSB. Its competition strategy becomes:

(i) For small enough β, Monopoly is optimal.

(ii) For large enough β and low market inequality, Forego is optimal

(iii) For intermediate β and low market inequality, Deter can be optimal and TP ’s

profit decreases in β.
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Figure 2.7: Technology Provider’s Profits in β under SSB and FSB for Low
Market Inequality 22

Lemma 2.4.(i) and (ii) imply that the equilibrium competition strategy

under FSB shifts similarly to that under SSB. While the same rationales under SSB

can be applied to Monopoly, Share, and Forego under FSB, Deter is distinguished

from Monopoly under FSB. We remind that TP does not have a direct business

transaction with the subsystem competitor (S1) under FSB. To deter S1’s entry,

TP must reduce its own subsystem price, where the price reduction increases in

β. That is, TP incurs the deterrence cost, resulting in the decreasing profit in

β. When TP cannot afford the deterrence cost, i.e. β is high enough, TP shares

or forgoes the market. Figure 2.7 contrasts TP ’s profit under different business

models for low market inequality, where each line type represents each strategy.

Figure 2.7(a) illustrates SSB TP ’s profit. When β is small, TP becomes a

natural monopoly as the dotted constant line shows. For high β, TP ’s profit is

increasing in β even under Share since the royalty profit increase from M1 is more

than the sales profit loss from M2 thanks to low market inequality. When β is very

high, TP relies on S1 for low production cost. In contrast, Figure 2.7(b) shows that

although FSB TP suffers from deterring (dot-dashed line), it can be optimal when S1

22Parameters are α= 0.2, c1 = 0.15, c2 = 0.35, ct = 0.5, cf = 0.25,vl = 1, and vh = 1.8.
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Figure 2.8: Value of Subsystem Manufacturing Integration for FSB Technology
Provider 23

is too weak to share. This reveals that for low market inequality the FSB technology

provider generally prefers a weaker competitor. However, if the competitor is either

intermediate or strong, TP may prefer a stronger competitor, which is a sharp

contrast to SSB TP ’s monotonic preference for a stronger competitor. With these

results, we obtain the optimal business model for the integrated technology provider

in the following proposition.

Proposition 2.5. Consider a trilateral supply chain where the technology provider

produces the superior subsystem. For low market inequality, the technology provider’s

optimal business model shifts from FSB to SSB in β. Otherwise, it changes from

FSB, SSB, to FSB in β.

Proposition 2.5 shows that TP ’s subsystem integration increases the value

of FSB substantially as the integration generates an additional revenue stream,

i.e., sales revenue from manufacturers. Figure 2.8 illustrates this insight. Region
23Parameter values are α = 0.2, cs = 0.15, c2 = 0.25, cf = 0.2, and, ct = 0.5. (a) is the region

where TP prefers FSB without subsystem integration. (b) is the additional regions where TP
prefers FSB from subsystem integration. (c) is the region where TP prefers FSB because of the
two revenue streams.
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(a) is where FSB is preferred by the non-integrated TP when market inequality

and β are high. The integration lowers the thresholds of market inequality and

β for the preference of FSB over SSB, and results in an additional FSB preferred

region (b). We notice that the regions of (a) and (b) forms a convex region, which

is resulted from the asymmetric subsystem quality. Since SSB also enable TP to

earn different unit royalties, a higher market inequality level is required for FSB to

be optimal. Thus, the trade-off found in the base model, FSB’s price differentiation

benefit with negative impact on downstream quality, also applies to the asymmetric

suppliers even with the forward-integrated technology provider if β is reasonably

high. This implies that the FSB preference order between entities shown in the

base model (Proposition 2.2) still holds. Interestingly, the integrated TP finds FSB

optimal in region (c) despite low market inequality, in which the non-integrated

TP dominantly prefers SSB. Whereas TP can be a natural monopoly for low β

regardless of the business models, only FSB TP has the additional subsystem sales

revenue in addition to the royalty profit. We remind that SSB TP has only the

subsystem sales since it does not license to the competing supplier in this region.

In short, the additional revenue stream of FSB leads TP to prefer FSB under the

forward integration for small β regardless of market inequality.

2.6 Extensions: Manufacturer Backward Integra-

tion and Competition in Technology Provi-

sion

Thus far, we have focused on a monopolistic technology provider and analy-

zed its business model decisions, including royalty base and forward integration
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decisions with limited attention on downstream supply chain entities. While this is

reasonable given the patent law-driven monopoly position enjoyed by technology

providers, we now extend our analysis to consider other scenarios where technology

providers face competition and a downstream full system manufacturer may be able

to backward integrate and produce subsystems. We also analyze the case where

such forward and backward integration efforts may entail a substantial integration

cost.

2.6.1 Backward Integration

We consider the case where full system manufacturers also can produce

subsystems by themselves, potentially to lower their procurement cost and increase

their profits. The resulting supply chain can be either two-tier or three-tier de-

pending on the capabilities of subsystem suppliers and full-system manufacturers.

For example, when the subsystem suppliers are identical, the backward integration

results in a two-tier supply chain and the question of royalty base does not arise.

Even when the suppliers’ qualities are asymmetric but each manufacturer integrates

with each supplier, the resulting supply chain is also two-tier. A two-tier supply

chain is trivial, as there is no choice of royalty base. Hence, we focus on a three-tier

supply chain as a result of backward integration consisting of one TP , one supplier

and two manufacturers (who produce both subsystem and full system).

The interesting case arises when manufacturers can only integrate with

an inferior supplier.24 It is also reasonable since to embed a technology into a

subsystem properly requires not only manufacturing capability but also design

capability (Wang et al. 2017). A manufacturer is hardly better at designing the
24If both manufacturers can integrate with a superior supplier, they may not procure from an

inferior supplier at all, resulting in a two-tier supply chain.

88



www.manaraa.com

subsystem than the expert supplier. We show that the manufacturers may or may

not be better off from the integration depending on TP ’s business model in the

following proposition.

Proposition 2.6. Suppose that full system manufacturers integrate into the infe-

rior subsystem supplier. Although both manufacturers are weakly better off from

integration under FSB, the high-end manufacturer (M2) can be worse off under

SSB for high market inequality.

Proposition 2.6 provides a managerial insight that the backward-integration

should be carefully considered under SSB. The rationale is as follows. As M2

can use an alternative subsystem at a very low cost thanks to the integration, S2

should substantially lower its price to sell its subsystem to M2. However, this

also reduces SSB TP ’s royalty profits and technology investment. Therefore, the

backward-integrated M2 faces the trade-off between the procurement cost reduction

and the downgraded technology quality. The latter dominates the former as market

inequality increases. In contrast, the integration is beneficial to manufacturers under

FSB since the technology provider still has the price differentiation benefit and the

manufacturers earns the procurement cost reduction from backward integration.

2.6.2 Integration Cost

Thus far we have analyzed forward and backward integrations without

explicitly considering integration costs. When integration is costly, it becomes

more ambiguous and challenging to pursue. We specifically consider the case

where TP first decides whether to integrate into S2 (owing to its superior technical

knowledge), and the manufacturers determine whether to integrate into S1 (due

to the lack of sophisticated design knowledge). In addition, we focus on more
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interesting competition scenarios where β is moderate to large, since FSB with

forward integration is optimal for small β due to the trivial competition (Proposition

2.5).

For low market inequality, we remind that TP adopts SSB. When β is high

enough or the subsystem quality difference is small, TP simply chooses not to

produce subsystem at all (Forego in Lemma 2.3). However, when β is moderate,

TP is better off by selling the superior subsystem (Deter or Share in Lemma 2.3)

and the costly forward integration into S2 can be profitable. In all cases, the

manufacturers do not backward integrate because the surplus from the integration

is easily extracted under SSB.

For high market inequality, TP implements FSB. Being similar to the above,

forward integration is not profitable for high β. When β or the subsystem quality

difference is moderate, TP may pursue costly integration. Both manufacturers

may backward integrate to lower procurement cost. However, the mechanism is

different. While a low-end manufacturer directly lowers the subsystem procurement

cost, a high-end manufacturer indirectly induces S2 to lower its price.25 Table 2.2

summarizes our discussion.

Table 2.2: TP’s Business Model with Forward Integration and Manufacturers’
Backward Integration with Integration Cost 26

S1’s Subsystem Quality (β) Market Inequality (vh/vl)

low high

moderate SSB & FI FSB & FI, B1
high SSB FSB, B1

25Interestingly, the high-end manufacturer does not integrate into S2 either for high β even
though it can. It is because the procurement cost saving is less than the integration cost inferred
by the fact that the leader of the game, TP , chooses not to integrate (Lemma B.9). As a result,
S2 is likely to remain independently in this case.

26FI represents the forward integration and B1 does the backward integration into the inferior
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2.6.3 Multiple Technology Providers

We now turn to the case of two technology providers, which may be substi-

tutable or complementary to each other. We analyze the substitutable technologies

followed by the complementary ones.

Suppose there are two identical technology providers that can develop

substitutable technologies. To facilitate the discussion, we model that there are two

identical suppliers and their production cost is not affected by the technology quality.

In the symmetric equilibrium, all providers compete to get both market segments

and end up with zero profit. In the more interesting asymmetric equilibrium, each

TP has one segment, resulting in two three-tier local monopolistic supply chains

(e.g. TP1−S1−M1 vs. TP2−S2−M2). According to Proposition 2.1, SSB is

likely to be the optimal business model for the technology providers. With this

conjecture, we proceed to discuss the complementary case before presenting the

result.

In the case of complementary technologies, there are two identical technology

providers (TP1 and TP2) providing equally important technologies (T1 and T2).

The full system quality can be expressed as Q= θT
1/2
1 T

1/2
2 . When both providers

adopt either FSB or SSB, the analysis with the single technology provider in Section

2.4.2 can be easily applied and the managerial insight remains valid. That is, when

market inequality is high (low) enough, FSB (SSB) is the equilibrium business

model. Nevertheless, for intermediate market inequality, it may be optimal that one

TP implements FSB but the other TP adopts SSB. Thus, various combinations

of business models can be observed in equilibrium. The following proposition

compares the optimal business models under multiple technology providers with

different natures of technologies.

supplier.
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Proposition 2.7. With two technology providers making business model choices

between SSB and FSB (and conditional on supply chain cost being low enough

compared to market inequality as characterized in the Appendix B.2),

(i) For substitutable technologies, the optimal business models are (SSB, SSB).

(ii) For complementary technologies, the optimal business model shifts from (SSB,

SSB) to (FSB, FSB) as market inequality increases.

Proposition 2.7.(i) states the case for the substitutable technologies. Each

TP establishes a monopolistic three-tier supply chain, where FSB’s price differenti-

ation benefit is limited. In contrast, Proposition 2.7.(ii) extends our results to the

complementary technology case and may explain why complementary LTE wireless

technology providers such as Qualcomm and Ericsson adopt FSB for their business

model.

2.7 Managerial Insights and Implications

Upstream technologies play an increasingly important role in modern supply

chains, and business model decisions can be vital to the smooth functioning of

the focal supply chain. While technology licensing issues have been studied in

the context of a single firm, a complex supply chain structure raises several new

challenges for technology providers (TP s). First, there are multiple royalty bases

for licensing with different implications for consumer welfare and firm performance.

The debate on what the royalty base should be has swirled worldwide across firms,

non-profit expert groups, and even policymakers. In addition, growing TP s can

forward integrate and produce technology subsystems with the emergence of capable

OEMs. These developments offer a rich set of application-driven questions studied

in this paper.
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The contributions of this paper are threefold. First, to our best knowledge,

this paper is the first work that formalizes a technology provider’s royalty base

business models, SSB and FSB, in a three-tier supply chain. FSB offers TP the

opportunity to achieve greater product and price differentiation and would lead

to more investment in technology R&D. At the same time, it discourages the

downstream firms’ full system quality investment – trade-offs which are core to

the choice of business models. Second, we are able to formally address a real issue

confronting the industry in general and technology providers and policymakers

in particular; our analysis provides the optimal business model for each entity in

TISC under varying degrees of competition and market inequality. A supply chain

aligning business model is viable at extreme levels of market inequality - SSB at low

market inequality and FSB at high market inequality are preferred for all supply

chain entities. When the market inequality is at intermediate levels, we expect to

see FSB when TP are more powerful and SSB when high-end manufacturers are

more powerful. Third, we characterize a unified business model for the integrated

TP including decisions from technology development and licensing to subsystem

manufacturing under competition. For high market inequality, TP is generally

better off by having an inferior competitor in both business models, which is aligned

with the previous findings (Conner 1995; Sun et al. 2004). In contrast, for low market

inequality, TP may be worse off depending on the competitor’s quality and the

business model. To our surprise, the FSB technology provider can be more profitable

with a high quality competitor than with an intermediate quality competitor. This

implies that TP may be willing to enhance the competitor’s quality and enriches

the previous managerial insights regarding competition in technology supply chain.

We also examine other interesting scenarios of manufacturer’s backward integration

and multiple technology providers.
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Our model and analysis offers some predictions that can be empirically

examined. First, a sub-system based business model aligns with low levels of

market inequality and full system based business model is preferred at high levels

of market inequality. At intermediate levels of market inequality, we can expect to

see disagreements to surface among supply chain players, unless one of the entities

plays a dominant role. When the technology is relatively new and highly capable

driving the supply chain and creating powerful technology providers, a full system

based approach is likely to be the norm. However, a sub system based business

model may be favored when the higher end downstream manufacturers control

the supply chain. To achieve agreement and alignment among equal partners,

technology providers may resort to transfer payment (cash or in-kind services) to

downstream manufacturers that would make them choose the full system business

model.

This paper offers a number of actionable insights for technology providers,

policymakers, and downstream manufacturers. The technology provider should

try to shift its business model from SSB to FSB, as market inequality increases.

Moreover, TP adopting FSB should more seriously consider the forward integra-

tion into subsystem or achieve agreement with downstream parties with transfer

payment. Policymakers/social planners who desire to promote technology invest-

ment (as in countries that want to maintain a technology lead) should encourage

full-system base approach, while progressive economies that operate under lower

market inequality (as in Scandinavian countries) may promote the subsystem based

approach. Finally, downstream manufacturers with advanced capabilities should

strive for the subsystem-based approach (with negotiations or transfer payments)

to maximize their own profitability. These results speak directly to the structure

and functioning of global technology-intensive supply chains.
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Chapter 2, in full, has been submitted as a manuscript to the journal

Management Science and was co-authored by Junghee Lee, Vish Krishnan and

Hyoduk Shin. The dissertation author was the primary investigator and author of

this paper.
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Chapter 3

Does Competition Help Drug

Shortage Recovery?

There are ongoing shortages of generic drugs in the U.S., which critically

threaten public healthcare. As the drug manufacturing industry becomes more

consolidated, a manufacturing issue in a single firm can lead to a nationwide shortage.

Furthermore, such manufacturing issue driven shortages are more than 70% of all

shortages. While the FDA and patients advocate that increasing competition may

mitigate the drug shortage, manufacturing firms seriously challenge the idea. Using

historical drug shortage data recovery and competition level, we reconcile both

perspectives and provide better insights.

3.1 Introduction

The U.S. has been experiencing persistent drug shortages since early 2000,

posing a significant threat to public health. Some shortages due to natural disaster

or sudden increased demand are somewhat unavoidable. Unfortunately, more than
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70% of shortages is driven by the manufacturing issues such as contamination

in manufacturing lines or shutdowns of manufacturing facilities (U.S. Govern-

ment Accountability Office 2014). Moreover, American Society of Health-System

Pharmacists (ASHP) reports that the number of new drug shortages had rapidly

increased from 2006 to 2010 (Figure 3.1). To mitigate the impacts of increasing

drug shortages, the U.S. government issued Executive Order 13588 – Reducing

Prescription Drug Shortages on October 31, 2011, which was enacted in the Food

and Drug Administration Safety and Innovation Act (FDASIA) on July 9, 2012.

These interventions endowed the Food and Drug Administration (FDA) with

two main authorities (U.S. Food and Drug Administration 2013). First, all the drug

manufacturers are required to notify the FDA of any interruption in manufacturing.

This mandatory reporting enables the FDA to prevent or mitigate shortages. In

addition, the FDA publicizes this information so that health care providers and

patients can be better prepared. Second, the FDA can expedite reviews of drug

approval applications and manufacturing facility inspections that could mitigate

shortages. The underlying principles are rather straightforward; earlier notification

leads to better preparation and unmet demand is more likely to be satisfied by

increasing competition with more drug manufacturers. Figure 3.1 illustrates that

the number of new drug shortages had decreased from 2011 to 2013, implying that

the interventions may be effective. That being said, the drug shortage is persistent

and many doctors are still forced to ration some critical drugs (Fink 2016).

We conjecture that the interventions’ limited effect may be due to unintended

or underestimated consequences. When a drug shortage occurs because of a

manufacturing issue at one firm, the shortage can be mostly resolved by the firm’s

solving the issue internally, the competitors’ increasing supply, or the new entrants1.
1Temporary importation is also an option but rarely adopted since foreign manufacturing

facilities are not often FDA-approved. For drug shortages occurred in 2010 and 2011, only 5% of
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Figure 3.1: New Shortages by Year

The FDA’s approach to increase competition has two opposite forces regarding

drug shortages. While it encourages the latter two options, it discourages the first

option since the profit of the incumbent facing the manufacturing problem will be

reduced (Scott Morton 1999). Thus, the effectiveness of increasing competition on

mitigating the drug shortage duration is contingent on which effect is stronger.

In this paper, we pose the following questions: (1) Does competition help

drug shortage recovery universally? (2) If not, when does competition mitigate

or aggravate drug shortage recovery? Using a unique drug shortage history data

between 2010 and 2015, we find that the competition effect on drug shortage

recovery may not be monotonic contrary to popular belief. Specifically, the non-

monotonic effect appears for a more profitable drug and for the competition level

change from a monopoly to a duopoly. When a drug is less profitable, our result

shows a monotonic competition effect. Namely, the drug shortage recovery time

is decreasing as the competition level increases. To address endogeneity concerns

regarding the competition level, we employ coarsened exact matching (CEM),

drugs were approved for importation (U.S. Food and Drug Administration 2011)
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which provides a quasi-experimental setting. Furthermore, we provide a theory

that plausibly explains the empirical results based on analytical models.

Our contribution are three-fold. To our best knowledge, this is the first paper

that clearly shows the empirical relationship between a firm’s recovery time and

competition. While there is ample theoretical literature about supply chain recovery,

few papers provide empirical results mostly due to the difficulty of observing a firm’s

recovery (Jain et al. 2016). By exploiting direct observations of drug recovery times

in the dataset, we provide unequivocal empirical results. Next, we develop a new

theory that competition influences not only firm’s profitability but also recovery

complexity. While it is well understood that a firm’s profit decreases in competition,

it is often neglected that the firm’s volume also decreases in competition. The latter

is important in the context of manufacturing system recovery since it is likely to be

easier to fix a smaller scale manufacturing line than a larger one. Last, our results

generate an actionable recommendation to policymakers based on the subtle effect

of competition on drug recovery time. When competition already exists (e.g., a

duopoly or an oligopoly), then increasing competition further will mitigate the drug

shortage. However, if there is no competition, policymakers strive to increase the

competition level high enough (e.g., from a monopoly to an oligopoly). Otherwise,

a monopoly may be better than a duopoly for some profitable drugs.

3.2 Literature Review

The main research question of this paper is to examine the empirical re-

lationship between competition and a firm’s recovery time under the context of

recent drug shortages. This paper is multi-disciplinary by nature across operations

management, health, and economics.
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The drug manufacturing industry has various unique features. Because

drugs are medically necessary product, the FDA plays a critical role in preventing

and mitigating drug shortages. While the agency identified the issue in early 2000

(Jensen et al. 2002), the drug shortages started increasing in 2006 and peaked in

2011 (Fox et al. 2014). More than 70% of shortages is driven by the manufacturing

issues such as contamination in manufacturing lines or shutdowns of manufacturing

facilities (U.S. Government Accountability Office 2014). Such shortages can be

avoided by investing in spare capacity or preventive facility maintenance. However,

if the profit margin is low, firms may be reluctant to expend their resources.

Yurukoglu et al. (2017) argues that the steady drug shortage increase is due to an

unintended consequence of the reimbursement policy change in Medicare under the

Medicare Modernization Act in 2003. They assert that reduced margin under the

new regulation leads manufacturers to invest less in reliability and quality in their

manufacturing facilities. However, reversing the implemented policy is a extremely

sensitive political agenda. The U.S. government issued Executive Order 13588 in

2011 followed by the Food and Drug Administration Safety and Innovation Act

(FDASIA) in 2012 to mitigate the issue. These interventions officially allow the

FDA to expedite the required review processes of drugs in short supply. The drug

shortages has been somewhat decreased recently but still persistent (Fink 2016),

implying limited effectiveness of the interventions.

Increasing competition in the drug manufacturing industry may bring various

effects. On the one hand, it is generally beneficial for health care providers and

patients. Competitive pressure induces manufacturers to build more spare capacity

(Kim and Scott Morton 2015) and reduces the drug price (Reiffen and Ward 2005;

Berndt et al. 2007). Upon the occurrence of a drug shortage, more firms can

provide the drug instead of the disrupted firm and resolve the shortage sooner. On
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the other hand, intense competition may reduce profit (Scott Morton 1999) and

incentive to recover from it (Jain et al. 2016). Therefore, increasing competition

may prolong the recovery process.

In the medical drug context, there is a strand of empirical literature exa-

mining the effect of competition on brand drug price (Frank and Salkever 1997;

Bhattacharya and Vogt 2003; Wiggins and Maness 2004), generic drug price (Reiffen

and Ward 2005; Berndt et al. 2007), and firm’s market share (Grabowski and Ver-

non 1992). However, few papers explore the relationship between competition and

drug shortages. One exception is Berndt et al. (2017), which provides a descriptive

analysis of drug shortages during 2004 and 2016.

In operations management, there are many works that study recovery from

disruption under various competitive settings. That being said, most works are

aimed to provide generally applicable results by abstracting some unique feature

of the drug manufacturing industry (Iyer et al. 2005; Hu et al. 2013; Kim and

Tomlin 2013). Recently, Kim and Scott Morton (2015) study how the different

price regulations affect the capacity decisions of two competing firms and Jia and

Zhao (2017) propose better procurement contracts to mitigate the drug shortages.

However, they do not explicitly consider the varying degree of competition. Our

paper complements the previous theoretical works by providing empirically validated

results. Jain et al. (2016) may be the closest one to our work in that they also study

the supply chain recovery time with respect to sourcing strategies such as supplier

diversification and supplier concentration. They empirically show that the supplier

concentration is associated with faster recovery from supply interruptions. Because

they cannot observe the supply chain recovery directly, they develop a supply chain

recovery estimator, which is inherently less accurate. This paper elucidates the

empirical literature in operations management regarding the relationship between
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competition and a firm’s recovery. We assert that our result is clearer and more

accurate due to the direct observation of recovery.

3.3 Hypothesis Development

When a supply chain manages to satisfy demand with little excess capacity,

even one supplier’s manufacturing failures may lead to a large scale supply-demand

mismatch, namely shortage (Jensen and Rappaport 2010; Woodcock and Wosinska

2013). The shortage can be resolved by either the competitors’ capacity expansions

or the disrupted firm’s recovery, which often requires capital investment and takes

non-ignorable time. It may seem natural to propose increasing competition as a

shortage mitigation strategy for health care providers and patients. At the same

time, it imposes adverse impacts on drug manufacturers by reducing their margins.

Consider a firm that cannot provide a drug to the market because of

manufacturing disruption. The recovery from the disruption does not happen

by itself without any resources. The disrupted firm should spend resources on

the recovery process. How much to invest is evidently one of the most critical

questions as it is closely related to the recovery completion time. Although the

actual completion time is uncertain, it is likely the case that more investment such

as overtime and using more efficient equipment would expedite the recovery process,

which has been commonly adopted in the literature (Iyer et al. 2005; Kim and

Tomlin 2013). Intuitively, a disrupted firm is likely to expend less resources as its

expected profit from the recovery decreases. It is well established that a firm’s

profit decreases in the competition level. Increasing competition often leads to non-

increasing margin and quantity sold, resulting in decreasing profit (Scott Morton

1999). Specifically, Reiffen and Ward (2005) estimate that the average wholesale
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price decreases in the competition level, using drug price data between the late

1980s and the early 1990s. The FDA also confirms a similar pattern with more

recent data between 1999 and 2004. By relating a firm’s decreasing profit with its

investment decision in recovery process, we establish the following hypothesis.

Hypothesis 3.1. A firm’s recovery time will increases in the competition intensity.

When firms are competing with homogeneous goods, one firm may be

enough to motivate fierce price competition (e.g., Bertrand competition). However,

Bresnahan and Reiss (1991) assert that the effect of competition is more gradual

than a theory predicts. By studying six different industries, they show that the

marginal competition effect decreases in the number of entering firms implying

convex decreasing profit. More recent studies estimate that the average drug price

decreases in a convex manner as the number of entrants increases (Reiffen and

Ward 2005; Wiggins and Maness 2004). Thus, a competition level change from a

monopoly to a duopoly is likely to reduce a firm’s profit most and to increase a

firm’s recovery time most, resulting in the following hypothesis.

Hypothesis 3.2. The increases in a firm’s recovery time will be highest when the

competition level changes from a monopoly to a duopoly.

The recovery time change by the competition level may also differ across the

profitability of drugs. While it is evident that a high profit drug’s recovery time is

likely to be shorter than a low profit drug’s, the marginal effect of competition on

recovery time is less straightforward. Suppose there is a single firm selling a brand

drug. We call this firm as the brand monopoly. When there is a generic entrant,

the entrant often captures a relatively large market share soon (Grabowski and

Vernon 1992) and the brand monopoly’s profit may decrease substantially. Now,

consider a single firm selling a generic drug. To distinguish this firm with the brand
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monopoly, we call it as the generic monopoly. Since a brand drug is known to be

more profitable, the generic monopoly’s profit is likely to be lower than that of the

brand monopoly (Wiggins and Maness 2004). Upon the entrance of another generic

firm, the generic monopoly’s profit would also decrease. Aronsson et al. (2001)

shows that the higher the price of the original product relative to the average price

of the generic substitutes, the larger the decrease of market share of the original

product. Therefore, the profit decrease in the generic monopoly is likely to be less

than that of the brand monopoly. This leads to the next hypothesis.

Hypothesis 3.3. While a brand drug’s recovery time is shorter than a generic

drug’s recovery time, the recovery time increase due to the competition level change

is more salient in a brand drug.

3.4 Empirical Evidence on the Link Between Com-

petition and Recovery Time

In this section, we explain four distinct data sets followed by the empirical

results. The recovery time exhibits substantial heterogeneity. Some of this variation

in a monopoly and a duopoly is in line with our hypothesis about the negative

effect of competition on recovery time. However, our result also shows the opposite

effect for a oligopoly.

3.4.1 Data

Four distinct data sources are used to construct our data set. We first

describe each data source and then explain how we construct and define the

variables for empirical testing.

104



www.manaraa.com

The most important data is about the history of each drug shortage. There

are two institutions that track and provide drug shortage information. One is the

U.S. Food and Drug Administration (FDA). While the agency provides the current

status of each shortage via its website2, the historical data is not accessible. For this

reason, many researchers have relied on the drug shortage data from University of

Utah Drug Information Service (UUDIS) (e.g., Woodcock and Wosinska 2013; Fox

et al. 2014; U.S. Government Accountability Office 2014; Yurukoglu et al. 2017).

We obtained the drug shortage and recovery history data from UUDIS between

2010 and 2015.

The next data set used is the FDA’s Orange Book (Approved Drug Pro-

ducts with Therapeutic Equivalence Evaluations) for route of administration and

application number. While there are various routes, injectable drugs require more

sophisticated manufacturing processes (Jensen and Rappaport 2010; Kaiser 2011).

Since the manufacturing process complexity is likely to be related to the recovery

process complexity, we conjecture that route of administration has an implication

on the recovery process. The application number is a combination of the application

type and a serial number. By looking at the application type, we can distinguish

whether a drug was approved as either an original drug or a generic one. As the

profitability of a drug is not directly observed, the application type is used as a proxy

for profitability 3. The other two sources are EvaluatePharm for the therapeutic

categories of drugs and Compustat for manufacturers’ financial information.

The raw data consists of about 30,000 MS-word document files for 733

drug shortages between 2001 and 2016. We limit our analysis to the resolved

drug shortages between 2010 and 2015 for two reasons. First, the documents
2https://www.fda.gov/Drugs/DrugSafety/DrugShortages/default.htm
3There are commercial databases tracking the volume and the revenue of drugs. These

information can be useful to estimate the average price of drugs. Nonetheless, cost is necessary to
estimate the profit, which is not revealed.
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Table 3.1: Dependent and Independent Variable Descriptions

Variable Description
diff days to recovery
CompNum The number of competitors
CompType The type of competition depending on the number of competitors
year Year when a shortage occured
IsInjection 1 if a drug is injectable. 0 otherwise.
IsBrand 1 if a drug is sold under a brand name. 0 otherwise.
IsPublic 1 if a manufacturer is a public firm. 0 otherwise.

created before 2010 are lacking of important information such as NDC and available

products, which hinders us to track the drug shortage history and construct the

competition type. Second, we can also avoid censoring problems. We match the

remaining drug shortages with other three data sources. This leaves us with a final

data set of 367 drugs and 2815 NDCs. We provide a list of variables and their

descriptions in Table 3.1 and summary statistics in Table 3.2.

While most of variables in Table 3.1 are directly retrieved from the data

sources, CompType was constructed by the authors to deliver clear insights. The

main focus of the paper is to investigate the effect of competition on the drug

shortage recovery time. Although the number of competitors (CompNum) can

be generally regarded as the competition intensity, using CompNum itself is less

meaningful for two reasons. First, it is theoretically well understood how the effects

of a monopoly and a duopoly on the firm’s recovery from disruption differ (Kim

and Tomlin 2013; Kim and Scott Morton 2015). However, the effects of different

level of oligopolies are much less clearer. In an empirical context, idiosyncratic

factors of 10 manufacturers may explain most heterogeneities in the dependent

variable. Second, the idea of increasing competition was motivated by drugs with

fewer manufacturers such as a monopoly and a duopoly. Thus, comparing the

effects of monopoly and duopoly on drug recovery is more relevant in both academia

and practice. To achieve our object without sacrificing the data, we created a
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Table 3.2: Descriptive Statistics

Statistic N Mean St. Dev. Min Max
diff 5,504 192.351 233.916 0 1,869
CompNum 5,504 3.701 2.917 0 15
year 5,504 2,012.706 1.492 2,010 2,015
IsInjection 5,504 0.729 0.445 0 1
IsBrand 5,504 0.343 0.475 0 1
IsPublic 5,504 0.776 0.417 0 1

new variable CompType by aggregating CompNum. Monopoly (Duopoly) indicates

the case where CompNum is equal to 0 (1). Oligo1 means that there are 2 to 4

competitors. Oligo2 is defined when there are more than 4 competitors.

3.4.2 Empirical Result

We have a scalar dependent variable yi, days-to-recovery of a drug shortage i,

and a vector of covariates xi that contains the number of competitors, drug’s clinical

characteristics, and manufacturer’s business characteristics4. To accommodate the

non-negativity of the dependent variable, we model it as

yi = exp{x′iβ}× εi, (3.1)

where β is a vector of the coefficients of covariates xi. The link function exp(·)

guarantees non-negativity of the dependent variable (days). By taking the logarithm,

the model can be easily analyzed in the linear regression framework. We regress

logdiff (, log(yi)) on the competition type by adding different control variables

and present the results in Table 3.3.
4One remark is that we does not specify the time index t for a drug shortage even though our

observations are collected over the past several years. This might be a strong assumption if there
are many drug shortages repeatedly occurred systematically. Our data shows that it is rather
innocuous because more than 91% of shortages happened only once. The most frequent repeated
shortage is three times but its proportion is less than 1%.
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Table 3.3: Empirical Results

Dependent variable:
log(days to recover)

(1) (2) (3) (4)
Duopoly 0.425∗∗∗ 0.241∗∗∗ 0.363∗∗∗ 0.428∗∗∗

(0.070) (0.059) (0.074) (0.080)
Oligo1 0.037 0.063 0.107∗ 0.156∗∗

(0.058) (0.053) (0.064) (0.072)
Oligo2 −0.317∗∗∗ −0.006 0.244∗∗∗ 0.138

(0.058) (0.058) (0.091) (0.099)
Duopoly:Generic −0.364∗∗∗ −0.442∗∗∗

(0.131) (0.136)
Oligo1:Generic −0.228∗ −0.247∗

(0.118) (0.126)
Oligo2:Generic −0.480∗∗∗ −0.386∗∗∗

(0.134) (0.143)
Generic 0.092∗∗∗ 0.372∗∗∗ 0.357∗∗∗

(0.033) (0.112) (0.118)
IsInjection 0.019 0.010 −0.104∗

(0.035) (0.035) (0.062)
Year No Yes Yes Yes
Therapeutic Category No Yes Yes Yes
Firm Control No Yes Yes Yes
Firm fixed effect No No No Yes
Observations 5,504 5,504 5,504 5,504
R2 0.040 0.372 0.374 0.446
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Model (1) is the base model where the competition type is the only indepen-

dent variable. We note that the coefficient of Duopoly is positive and significant.

This implies that the recovery time under duopoly is 53% (= exp(0.425)−1) longer

than that under a monopoly keeping all else equal. This is plausible to the economic

principle that firm’s profit decreases in competition, leading to longer recovery time

in competition. In sharp contrast to this expectation, the coefficient of Oligo1 is

not significantly different from that of Monopoly but that of Oligo2 is significantly

less than that of Monopoly. This result suggests that the effect of competition on

the drug shortage recovery time is non-monotonic. Specifically, for competition
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to mitigate the drug shortage duration, the competition should be intense enough

(e.g., Oligo2 ). Otherwise, less intensive competition such as a duopoly may prolong

the drug shortage.

We test this non-monotonic effect by adding more control variables in

Model (2). We include three indicator variables such as whether a drug is sold

under a brand name, whether a drug is injectable, and whether a manufacturer

is a public firm. In addition, Year when a shortage occurred and Therapeutic

Category (e.g., Cardiovascular and Oncology) are added to control unobserved year

specific heterogeneities and drug’s clinical traits based on its target therapeutic

area, respectively. As the effect sizes of the competition type generally become

smaller, their managerial implications remain unchanged, rejecting Hypothesis 1.

For Hypothesis 2, we compare the coefficient change in the competition level. As our

base competition level is Monopoly, the coefficient of Duopoly is the difference due to

the change from Monopoly to Duopoly, i.e., 0.246=0.246-0. Similarly, the difference

due to the change from Duopoly to Oligo1 can be computed by subtracting the

coefficient of Duopoly from that of Oligo1. Because the coefficient of Oligo1 is

not significant, comparing the difference 0.185 (=0.246-0.061) from Duopoly to

Oligo1 to that from Monopoly to Duopoly (0.246) is less meaningful. So is the

change from Oligo1 to Oligo2. However, the absolute difference is decreasing as

the competition intensity increases in favor of Hypothesis 2. Interestingly, this

result remains unchanged and becomes significant in Model (3) as we introduce

more controls. The positive coefficient of Generic confirms our intuition that a

less profitable drug is recovered later. The effect of manufacturing complexity

(Injectable) on the recovery time are not significant but directionally in line with

our intuition.

In Model (3), we introduce an interaction between the competition type
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and whether a drug is sold under a brand name to test that the competition effect

differs across profitability. All the coefficients of the interaction terms are negative

as we conjecture in Hypothesis 3. To our surprise, the interaction effect reveals

an unexpected nuanced result. The effect of competition on the recovery time

differs across profitability. For a profitable drug (not Generic), the competition

leads to an overall non-monotonic recovery pattern similar to Model (2) but turns

out to prolong the recovery time compared to Monopoly. In sharp contrast, for

a less profitable drug (Generic), the competition results in not only a monotonic

pattern but also the shorter recovery time. This result is also robust in Model (4)

after controlling for firm fixed effects. Our analysis generates an interesting insight.

Increasing competition may not be a panacea for expediting recovery of all drugs.

When policymakers strive to influence the competition level, they should carefully

consider the profitability of products.

3.5 Theoretical Model: n-firm Recovery Compe-

tition

We have so far discussed our empirical findings to validate our hypotheses

based on the existing theories. In this section, we provide a theoretical model to

understand our empirical findings. Suppose that Firm i sells a drug with n− 1

competing firms. Let P (n) denote i’s profit per unit time when it operates normally.

We assume that P (n) is decreasing in n (Scott Morton 1999). If a manufacturing

disruption occurs at i, then the firm cannot produce any drug and earns nothing.

The disruption can be recovered through costly recovery effort. It is reasonable

to assume that more effort is likely to shorten the recovery time (Iyer et al. 2005;

Kim and Tomlin 2013). We use ti for a random recovery time of which probability
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density function is f(·|λi), where λi is recovery effort. Specifically, we assume that

higher effort results in shorter recovery time on average, i.e. E[ti|λ1] < E[ti|λ2]

for λ1 > λ2. During i’s disruption period, one of n− 1 competitors can steal i’s

market share via capacity expansion. Similar to the recovery time, the capacity

expansion time is also random and can be expedited on average by investing more.

If i recovers before capacity expansion of n−1 firms, i can preserve its market share

and earns P (n) upon recovery. Otherwise, i loses the market and earns nothing.

Thus, i must decide how much to invest in recovery effort considering its effect on

the recovery time and strategic behaviors of its competitors.

We use subscript i and −i to denote Firm i and firms other than i. For

example, λi is i’s recovery investment and λ−i is a vector of n−1 firms’ capacity

investments. For the concise expression, we define tc(n− 1) = min{t−i} as the

earliest capacity expansion time of n−1 competitors. Then, Firm i’s problem can

be formulated as follows.

max
λi

πi(λi|λ−i) =
∫ ∞

0

∫ tc(n−1)

0

∫ ∞
ti

P (n)e−rtdtf(ti|λi)dti f(tc(n−1)|λ−i)dtc(n−1)

−k(n)λi, (3.2)

where r is the interest rate and k(n) is a recovery cost coefficient. We notice that

the recovery cost is a function of n because the recovery complexity is affected by

the manufacturing scale, which is determined by n. Nevertheless, we do not impose

any functional assumptions. After deriving the result under a most general set up,

we discuss how the result changes depending on functional assumptions on k(n).

To facilitate analysis, we assume that the recovery and capacity expansion

times follows exponential distribution (Kim and Tomlin 2013) and the cost coefficient
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of recovery and capacity expansion are the same5. We derive the optimal recovery

investment for a firm competing with n−1 competitors in the following proposition.

Proposition 3.1. When a manufacturing disruption occurs at Firm i competing

with n−1 competitors for n >= 2, i’s optimal recovery investment is

λ∗i (n) =
(n−1)P (n) +

√
(n−1)2P (n)2 + 4k(n)nP (n)r2

2k(n)rn2 − r.

We note that the coefficients of P (n) in λ∗i are positive, implying mono-

tonically decreasing λ∗i (n) or the monotonically increasing recovery time in P (n).

If k(n) is invariant, the competing firm’s optimal investment is decreasing in the

number of competitors.

Next, we consider the monopoly’s case. As the monopoly does not have any

competitor, its problem can be reduced by replacing tc(0) =∞ in (3.2), resulting in

the simple optimal decision λ∗i (1) =
√
P (1)
k(1) − r. Now we can compare the recovery

times under varying competition levels. In contrast to a monopoly and a duopoly,

there are numerous cases in oligopolies. As our empirical result is directional, we

focus on a oligopoly with three firms. To ensure a firm’s entry, we let P (1) = k(1)r2P ,

where P > 1. By comparing the optimal investments under different scenarios, we

obtain he following proposition.

Proposition 3.2. Let P (1) = k(1)r2P and P (n) = P (1)θ1n for P > 1. Define Tn

as the expected recovery time under n firm competition. Then, there exists θ̄nm such

that Tn ≤ Tm for θ ≤ θ̄nm and Tn > Tm for θ > θ̄nm.

The proposition implies that if a firm’s profit decreases more than a threshold,

its investment becomes smaller resulting in the longer recovery time. While the
5Our model can directly accommodate asymmetric cost parameters. However, this does not

provide additional insights.
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intuition is rather clear, the result allows us to explore the profit and the recovery

complexity conditions that reproduce our empirical findings. Let us first focus on

the profit condition by assuming k(n) = k.

Corollary 3.1. Suppose k(n) is invariant in n. If θ12 <
(1−2

√
P )2

P 3/2 and θ13 >

(2−3
√
P )2

P (−1+2
√
P ) , then Tn increases then decreases in n. However, 3P (3)> 2P (2).

When the recovery complexity is constant in manufacturing scale, certain

profit decreases due to competition can reproduce our non-monotonic empirical

result. That said, such profit conditions imply that the total industry profit under

the oligopoly (3P (3)) is greater than that under the duopoly (2P (2)), which is

implausible to the standard economic result of decreasing n ·P (n). Thus, the

corollary deduces that k(n) is indeed a function of n. Moreover, it should be

decreasing in n considering decreasing n ·P (n). The assumption of decreasing

recovery complexity in competition is reasonable. Increasing competition naturally

reduces not only one firm’s market share but also its manufacturing scale. It is

conceivable that fixing an issue in a smaller scale is easier than in a larger scale.

The non-monotonic recovery time may be due to varying recovery complexities in

addition to varying profit across each competition intensity. As we are lacking of a

proxy of such complexity, we are not able to test our conjecture. That being said, we

assert in the following section that our result is robust under a more sophisticated

test and alternative explanations cannot explain our non-monotonicity.

3.6 Discussion

We have tested our hypotheses and developed a theoretical model that can

plausibly reproduce the non-monotnic result. In this section, we first verify our

result with a more robust methodolgy to endogeneity, coarsened exact matching.
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Then, we discuss alternative explanations.

3.6.1 Robustness Check

Our main independent variable is the competition type. As the variable

was not randomly assigned, our result is exposed to endogeneity bias. There are

two main causes for endogeneity; self-selection and omitted variables. While a firm

can determine whether to produce a drug that affects competition, self-selection

is not likely to bias the result. Typically, a firm can produce a drug long after

it decided to do so because of the FDA’s unpredictable review process that may

often take a couple of years. Moreover, while the firm may observe the current

number of competitors in the market, it does not know how many firms are being

reviewed by the FDA for entry. As a result, self-selection has limited impact on the

current competition type. That being said, we do recognize that omitted variable

bias is a concern. For example, a drug’s profitability may influence the firm’s entry

decision and recovery decision. Historical price information of drugs would be useful

to control profitability, if the observation interval is granular enough and cost is

assumed to be similar. However, we are lacking of price data.

To test robustness of the results with the current data set, we utilize

coarsened exact matching (CEM). In general, matching is a nonparametric method

to balance the treated and the control groups. Among various matching techniques,

CEM utilizes the researcher’s ex-ante knowledge to control potential confounding

factors. For example, profitability can be a confounding factor in our empirical

analysis. Although we cannot directly observe the information, it is reasonable

to assume that whether a drug is sold under a brand name, a drug’s therapeutic

category, whether a firm is public, and sales period (year) influence a drug’s

profitability other than the competition type. Because our observations are not
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Table 3.4: Regression and CEM Results

Dependent variable:
log(days to recover)

Model 1 Model 1 (CEM) Model 2 Model 2 (CEM)
(1) (2) (3) (4)

Duopoly 0.245∗∗∗ 0.452∗∗∗ 0.370∗∗∗ 0.715∗∗∗

(0.059) (0.101) (0.073) (0.124)
Oligopoly 0.035 0.076 0.123∗∗ 0.235∗∗

(0.051) (0.080) (0.061) (0.096)
Duopoly:Generic −0.370∗∗∗ −0.893∗∗∗

(0.130) (0.198)
Oligopoly:Generic −0.294∗∗ −0.538∗∗∗

(0.115) (0.163)
Generic 0.129∗∗∗ 0.041 0.409∗∗∗ 0.614∗∗∗

(0.032) (0.068) (0.110) (0.150)
Year Yes Yes Yes Yes
Firm Control Yes Yes Yes Yes
Therapeutic Category Yes Yes Yes Yes
Observations 5,504 1,653 5,504 1,653
R2 0.363 0.383 0.364 0.393

well distributed across 15 different therapeutic categories with respect to 4 different

competition types, we consolidate Oligo1 and Oligo2 as Oligopoly. We present

results from regression and CEM with the consolidated competition type in Table

3.4.

The coefficients in Column (1) and Column (3) assure that the regression

result from oligopoly consolidation does not alter the previous non-monotonic

pattern found in Table 3.3. The CEM result are presented in Column (2) and

Column (4). Each confirms that the regression result is also consistent with the

corresponding CEM result. We notice that the CEM result is more salient with a

much smaller sample because unmatched observations are dropped in the matching

process.
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3.6.2 Alternative Explanations

We have shown that varying recovery complexity due to manufacturing scale

can be a pluasible reason for our empirical results. There are three alternative

explanations that seem related to our results, which we discuss respectively.

Cooperative Strategy

We recognize that the recovery time increase from Monopoly to Duopoly can

be due to a strategic long-term relationship. It is well known that grim trigger is an

equilibrium strategy in a repeated prisoner’s dilemma, where two players start by

cooperating and continue to do so as long as they have cooperated previously. In

our Duopoly context, grim trigger is not to expand capacity as fast as a competitor

can. Instead, the competitor gives the disrupted firm enough time for recovery

because the competitor will receive enough time when it has a disruption. As there

are more firms, such a cooperative relationship is less likely to be kept and firms

fiercely compete, resulting in the smaller recovery time than that under Duopoly.

In short, a strong effect of a cooperative strategy under a duopoly may explain the

non-monotonic result.

Nevertheless, the cooperative strategy is not likely to hold in our context.

We remind that a brand drug’s recovery time increases from Monopoly to Duopoly

instead of a generic drug. This implies that a brand drug company faces a generic

competitor under the duopoly. It is hardly conceivable that a generic competitor

would wait for a brand firm’s recovery for the brand firm’s future reciprocal waiting.

Risk-averse Decision Maker

It is widely accepted that a firm is risk-neutral and hence trying to maximize

the expected profit. Nevertheless, the decision maker is an individual and may be
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risk-averse. Then, his objective function can be different from (3.2), which may

drive the non-monotonic recovery time. To test this conjecture, we verify whether

the competition effect differ across public and private firms. While public firms are

well diversified and perceived as risk-neutral, private firms may not be. However,

our result indicates that the interaction effect is not significant, suggesting both

types of firms make the same decision with respect to competition.

Moral Hazard

Related to a previous alternative explanation, an individual decision maker

may want to avoid blame for a drug shortage from the public. When there are

more firms, he can avoid blame by waiting for competitors’ capacity expansions.

However, this cannot explain the decreasing recovery time for further competition

intensity increase from a duopoly to an oligopoly. Moreover, the ASHP and the

FDA release the shortage information about which manufacturer’s product is in

short supply on their websites. The decision maker may not be able to hide from

the public.

3.7 Conclusion

Drug shortages are regarded as a new normal in the U.S. While preventing

drug shortages is important, mitigating them upon occurrence is also essential to

public health. As one of the mitigation strategies, increasing competition in a drug

market has been perceived. On the one hand, it motivates normal firms that do not

have manufacturing disruption to expand capacity. On the other hand, it reduces

the incentive of firms experiencing disruption to fix the disruption.

This paper empirically investigates whether competition helps drug shortage
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recovery using a unique drug shortage history data between 2010 and 2015. First,

we find that the competition effect on drug shortage recovery is not monotonic.

Specifically, the recovery time increases then decreases on average as the competition

intensity increases. This is contrary to popular belief that reduced profit due to

increasing competition may prolong the recovery time. We provide a new theory

that can explain this non-monotonic recovery pattern with recovery complexity.

Increasing competition reduces not only profit but also market share of a firm,

which in turn results in a smaller manufacturing scale. We assert that recovering a

smaller scale manufacturing facility is easier than a larger scale facility. In short,

increasing competition may prolong and shorten the recovery time through reduced

profit and reduced recovery complexity. If the profit is more severely reduced

than the recovery complexity, then the recovery time can increase in competition.

Otherwise, the recovery time decreases.

We support this theory by investigating how competition affects the recovery

time of drugs with different profitability. It is well known that a brand drug is

more profitable than its generic version. Moreover, once a generic drug enters, it

substantially hurts the brand drug’s profit. According to our theory, the brand

drug’s recovery time should increase more than the generic drug’s. Our results not

only confirms the theory but also shows that the generic drug’s recovery time may

be even monotonically decreasing in competition. To address endogeneity concerns

regarding the competition level, we employ coarsened exact matching (CEM), which

provides a quasi-experimental setting and controls potential confounding factors.

The consistnent results from CEM show the robustness of our results.

Our contribution is three folds. First, to our best knowledge, this is the first

paper that clearly shows the empirical relationship between the drug shortage reco-

very time and supply chain competition. While there is ample theoretical literature
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about firm’s recovery from disruption, few papers provide empirical validations of

theories. We provide more nuanced results and elucidate the competition impact

on a firm’s recovery incentive. Next, we develop a new theory that competition

influences not only firm’s profitability but also recovery complexity. While it is

well understood that a firm’s profit decreases in competition, it is often neglected

that the firm’s volume also decreases in competition. The latter is important in

the context of manufacturing system recovery since it is likely to be easier to fix a

smaller scale manufacturing line than a larger one. Lastly, our results recommend

that policymakers recognize the subtle effect of competition on drug recovery time

and carefully choose which drug applications or facility inspections to expedite.

When competition already exists (e.g., a duopoly or an oligopoly), then increasing

competition further will mitigate the drug shortage. However, if there is no com-

petition, they strive to increase the competition level high enough (e.g., from a

monopoly to an oligopoly). Otherwise, a monopoly may be better than a duopoly

for some profitable drugs.

Chapter 3, in part, is currently being prepared for submission for publication

and was co-authored with Junghee Lee, Vish Krishnan and Hyoduk Shin. The

dissertation author was the primary investigator and author of this paper.
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Summary and Conclusions

Technology plays an increasingly critical role in various supply chains by

endowing products with sought-after capabilities. For these supply chains to

perform, both the creation and the reliable supply of technology are necessary. The

current dissertation provides two model-based theories and an empirical validation

of technology supply chains. First, it shows how firms in a technology supply

chain can productize their innovation and serve lower ends of the market while

maximizing profit. Second, it establishes how technologies can be monetized in a

supply chain with powerful intermediaries and complementary capabilities. Third,

this work shows that sufficient competition in a supply chain is necessary to provide

an innovative product to the market in a reliable manner.
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Appendix A

Proofs for Chapter 1

Proof of Result 1.1. Suppose that a component quality is Θ and costs kq2 to

produce q units. For the retail price p, the consumer demand is D(p) = N(1−

p/Θβ). Consider a vertically integrated firm. Its profit function is p ·D(p)−

kD(p)2. It is straightforward to see that the optimal price is Θβ
2

2kN+Θβ
kN+Θβ and the

market coverage NΘβ
2kN+2Θβ . The resulting revenue and profit are NΘ2β

4
2kN+Θβ

(kN+Θβ)2 and
1
4
NΘ2β

kN+Θβ , respectively. For a decentralized case, there is a supplier that produces

and sells the component at some wholesale price w. Suppose that the supplier

first sets w and the manufacturer responds with p. It is also clear to see that the

retail price (Θβ
2

2kN+3Θβ
kN+2Θβ ) is set higher, resulting in the smaller demand ( NΘβ

2kN+4Θβ ),

smaller supply chain revenue (NΘ2β

4
2kN+3Θβ

(kN+2Θβ)2 ), and smaller supply chain profit
NΘ2β

4
kN+3Θβ

(kN+2Θβ)2 due to double marginalization. Thus, the supply chain has less

incentive in R&D investment than the vertically integrated firm.

Proof of Result 1.2. We suppose the same setup in the Proof of Result 1. To

maximize revenue, the vertically integrated firm only considers p ·D(p) and sets

p= Θβ/2. In the supply chain setting, the manufacturer’s revenue is the same to

the integrated firm’s revenue. So are the pricing decision (Θβ/2) and the market
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coverage (N/2), which is larger than the integrated firm’s profit maximizing market

coverage ( NΘβ
2kN+2Θβ ).

Lemma A.1. The optimal quantity and price of the vertically integrated firm that

conducts R&D and manufactures the critical component and the final product are

as follows. For a given quality Θ,

Q(Θ) = NΘβ

2(K0N + Θβ +K1NΘδθ) ,

P (Θ) = Θβ− Θ2β

2(K0N + Θβ +K1NΘδθ) .

Proof of Lemma A.1. For a given quality Θ, the integrated firm’s profit function is

written as follows.

Π(Q,P ) = P (Q)Q− (K0 +K1Θδθ)Q2,

where P (Q) = (1−Q/N)Θβ . The first order condition with respect to Q gives the

optimal quantity, market coverage, Q(Θ). P (Θ) follows from P (Q). Then, the

optimal quality can be obtained by solving the following problem.

max
Θ

Π(Q(Θ),P (Θ))−γΘθD = NΘ2β

4(K0N + Θβ +K1NΘδθ) −γΘθD .

For this problem to be concave, δD > 2β−δθ, which is satisfied from the assumptions

β ≤ 1, δθ > 1, and δD > 1. Thus, the first order condition with respect to Θ gives

the optimal quality.

Proof of Lemma 1.1. Equilibrium price and quantity are obtained by reducing tier-

wise profit expressions into a single contract leader’s profit expression by iteratively

applying marginalization operation presented in Majumder and Srinivasan 2008.
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First, in the case of Tier 0 contract leadership, the leaf node Tier 1’s profit expression

can be written as

Π1(q1;w0) =w0q1−ΘδθK1q
2
1. (A.1)

Tier 1 optimally responds to wholesale price offer of w0 by maximizing Π1 above with

respect to q1 which leads to q1(w0) =w0
(
2K1Θδθ

)−1
. Tier 0 faces the inverse factor

demand of the form w0(q1) =
(
2K1Θδθ

)
q1. Substituting w0(q1) into Π0(p,q0,w0)

and using the optimally binding quantity constraint q0 = q1, we have

Π0(p,q) =pq−Φ0(Θ)qδq s.t. N(1− p

Θβ
)≥ q, (A.2)

where Φ0(Θ) =K0 + 2K1Θδθ . By optimizing (A.2) over p and q, it follows that

P0(Θ) =
(
2 + 2Θ−βΦ0(Θ)N

)−1 (
Θβ + 2Φ0(Θ)N

)
,

Q0(Θ) =N
(
2 + 2Θ−βΦ0(Θ)N

)−1
,

(A.3)

which completes the proof for the case of Tier 0 contract leadership. For the other

remaining cases, by following the similar steps, we obtain the equilibrium outcomes

as stated in Lemma 1.1.

Proof of Proposition 1.1. Let Πk|ij denote as the profit of Tier k firm when Tier i

is the investor and Tier j is the contract initiator. For part (a), we want to prove

that Π1|11 ≥ Π1|10 and Π0|00 ≥ Π0|01. Consider Tier 1’s case first (k = 1). Assume

that Tier 1 that are both the investor and the initiator mimics the quality decision

Θ̂ of Tier 1 that is only the investor. The former clearly makes an suboptimal
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decision. According to Lemma 1.1, the profit functions can be written as follows.

Π1|11 = NΘ̂2β

8K0N + 8Θ̂β + 4K1NΘ̂δθ
−γΘ̂δD ,

Π1|10 = 4K1N2Θ̂2β+δθ

4(K0N + Θ̂β + 2K1NΘ̂δθ)2
−γΘ̂δD .

After some algebra, the sign of Π1|11−Π1|10 becomes equivalent to 3K2
1N

2Θ̂δθ +

2K1NΘ̂δθ

(K0N+Θ̂β)+(K0N+Θ̂β)2 > 0, which shows Π1|11 ≥Π1|10. Similarly, Π0|00 ≥Π0|01

can be shown.

For part (b), the profit comparison includes the incentive of the opportunistic

strategy, where the non-investor is the contract initiator, which requires the closed

form solution for quality. Because of this reason, we consider a special case of

β = 1, δθ = 2 and δD = 2. We will prove that there exists γ̂ over which Π1|00 ≥Π1|01.

Similarly, there also exists γ̃ over which Π0|11 ≥ Π0|10.

We define Θij for the optimal quality when Tier i is the investor and Tier j

is the contract initiator. There are three cases to consider to examine whether the

opportunistic behavior is an equilibrium strategy. With our notation, we want to

find a condition such that Π1|00 ≥ Π1|01. To have these comparison, we obtain the

optimal quality decisions for each case. According to Lemma 1.1 and A.2, Θ00 and

Θ01 solve the following first order conditions, respectively.

N(2K0N + Θ00)
8(K0N + Θ00 + 2K1NΘ2

00)2 = γ (A.4)

N(2K0N + Θ01)(2K0N + Θ01(2−K1NΘ01))
8(2K0N + Θ01(2 +K1NΘ01))3 = γ (A.5)

One can easily verify that the left hand side of (A.4) decrease in Θ. Consider (A.5).

The denominator is clearly increasing in Θ. By differentiating the numerator, we
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obtain 2K0N(3−2ΘK1N)+Θ(4−3ΘK1N). It is straightforward to verify that this

quadratic equation is concave and has two solutions, which are both negative. That

is, the numerator is decreasing for Θ> 0. Thus, (A.5) is decreasing. Since all three

left hand sides are decreasing, they have the maximum value when Θ = 0. This is

equivalent to say that there are threshold values of γ for each case under which the

optimal quality level is greater than zero but over which there is no investment.

Let us denote such thresholds as γ̂ij . Then, γ̂01 = 1/16K0 < γ̂00 = 1/4K0. Hence,

if γ > γ̂01, Π1|01 = 0 ≤ Π1|00. Being opportunistic is not an equilibrium strategy

for the supplier when γ ≥ γ̂01. Similarly, one can also prove the existence of the

threshold over which the manufacturer is worse off by being opportunistic.

Lemma A.2. Define Θ̂i as the optimal quality level for Tier i investment anchor

to expand, i.e., Θ̂i , argmax
Θi≥Θ

Πi|i(Θi). Then, Θ̂i = min{Θi,Θ}, where Θi is the

solution of βΘβ−1
i Qi(Θi) + Θβ

i Q
′
i(Θi) = 2γδDΘδD−1

i and Θ is the initial stock of

product quality.

Proof of Lemma A.2. Using the equilibrium quantity in Lemma 1.1, we can simplify

the investor’s profit function before the investment is made. Since the quality does

not affect the expression, we let Qi(Θi) = Qi to simplify the notation. After

substituting p(Q0) and C̃0(Q0,Θ0) with (1−Q0/N)Θβ and Φ0(Θ0)Q2
0, (1.2) is

written as

Π̃0(Q0|Θ0) =Q0Θβ
0 −

Θβ
0
N
Q2

0−Φ0(Θ0)Q2
0

=
(

Θβ
0 −

Θβ
0 +NΦ0(Θ0)

N
Q0

)
Q0

= Θβ
0

2 Q0
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Thus, the profit function with the development cost can be written as

Π̂0(Θ0) = Θβ
0

2 Q0(Θ0)−γ(ΘδD
0 −ΘδD),

which gives the first order condition βΘβ−1
0 Q0(Θ0) + Θβ

0Q
′
0(Θ0) = 2γδDΘδD−1

0 .

Similarly, one can verify that Π̃1(Q1|Θ1) = Θβ
1Q1(Θ1)/2− γ(ΘδD

1 −ΘδD) using

Lemma 1.1.

Claim A.1. If R(Θ̂) is a supply chain revenue associated with new expanded

product quality Θ̂ such that Θ̂ ≥ Θ, i.e., new stock of quality weakly exceeds the

previous stock of quality Θ, and development cost of raising product quality level

from Θ to Θ̂ is C(Θ̂,Θ) = γ ·max
{

Θ̂δD −ΘδD ,0
}
, then

argmax
Θ̂

{
R(Θ̂)−C(Θ̂,Θ)

}
s.t. Θ̂≥Θ

= max

argmax
Θ̂

{
R(Θ̂)−C(Θ̂,0)

}
s.t. Θ̂≥0

,Θ

 (A.6)

Proof of Claim 1. On the left-hand side of (A.6) C(Θ̂,Θ) = γΘ̂δD since maxi-

mization is constrained to Θ̂ ≥ Θ. Further, on the right-hand side of (A.6)

C(Θ̂,0) = γΘ̂δD since Θ̂ ≥ 0. Therefore, maximization problems with respect

to Θ̂ on both sides of (A.6) have the same objective function. However, on the

right-hand side the maximand of unconstrained problem, Θ̂∗, may be less than

initial stock of quality, i.e., Θ̂∗ ≤Θ, which is corrected for by an additional max{·}

operator such that max{Θ̂∗,Θ} ≥Θ. Hence, expression (A.6) holds.

Remark A.1. Claim A.1 establishes basis for a convenient proof technique for

results in this paper that are dependent on the initial stock of quality Θ. If marginal

revenue and marginal cost expressions depend only on Θ̂ then it suffices to examine

optimal product quality expansion outcomes conditional on Θ = 0, i.e., unconstrained
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optimization Θ̂≥ 0, which can be revised as indicated in (A.6) for Θ> 0. Figure

1.3(b) provides further intuition.

Proof of Proposition 1.2. For the proof of (a), we show the existences of γΘ, γρ,

and γsw sequentially.

1. ∃γΘ.

According to Lemma 1.1 and A.2, the marginal revenue of Leader i can be

written as

MRi(Θi) = (βΘβ−1
i Qi+ ΘiQ

′
i)

=Qi(Θ)2gi(Θ), (A.7)

where gi(Θ) = (2i+1βK0 + 2iβΘβ
N + 21−iK1(2β− δθ)Θδθ)Θ−1. If some ΘMR

solves MR0(ΘMR) = MR1(ΘMR), then ΘMR also solves h(Θ) = Q1(Θ)2

Q0(Θ)2 −
g0(Θ)
g1(Θ) = 0. Specifically,

h(Θ) =
2K0N + 2Θβ +K1NΘδθ

K0N + Θβ + 2K1NΘδθ

2

− 2K0Nβ+βΘβ + 2K1N(2β− δθ)Θδθ

4K0Nβ+ 2βΘβ +K1N(2β− δθ)Θδθ
.

(A.8)

Notice that h(0)> 0 and lim
Θ→∞

h(Θ)< 0. Moreover,

h′(Θ) = 3
2K1NΘδθ−1

− 6(K0N + Θβ)(K0Nδθ + (δθ−β)Θβ)
K0N + Θβ + 2K1NΘδθ

3

− 2K0Nδθ + 2(δθ−β)Θβ

K0N + Θβ + 2K1NΘδθ

2

− 2β(2β− δθ)(2K0Nδθ + (δθ−β)Θβ)
(4K0Nβ+ 2βΘβ +K1N(2β− δθ)Θδθ)2

< 0.
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Therefore, there exists a unique ΘMR. Let γΘ be the solution of Θ0(γ) =

Θ1(γ) = ΘMR. If Θ>ΘMR, then MR1(Θ)>MR0(Θ) and Θ1 >Θ0, which

holds for γ < γΘ since the optimal quality decreases in γ. Otherwise, Θ0 ≥Θ1.

2. ∃γρ.

We start with proving the following claim.

Claim A.2. Let ΘQ and ΘMR be the solution of Q0(Θ) = Q1(Θ) and

MR0(Θ) =MR1(Θ). Then, ΘMR ∈ (0,ΘQ).

Proof of Claim A.2. We showed that for Θ>ΘMR, g1(Θ)
g0(Θ) >

Q2
0(Θ)

Q2
1(Θ) . Further-

more, by definition, Q0(ΘQ)
Q1(ΘQ) = 1 holds, and

g1(ΘQ)
g0(ΘQ) −1 = (δθ−β)Θβ +NδθK0

2βNK0 +βΘβ + 2N(2β− δθ)K1Θδθ
> 0, (A.9)

where Θ = ΘQ i.e., g1(ΘQ)
g0(ΘQ) >

Q2
0(ΘQ)

Q2
1(ΘQ) also holds. Thus, ΘMR <ΘQ.

According to Lemma 1.1,

Q′0(Θ) = K0β−2K1(δθ−β)Θδθ

(K0N + Θβ + 2K1NΘδθ)2
N2

2Θ1−β , (A.10)

Q′1(Θ) = 2K0β−K1(δθ−β)Θδθ

(2K0N + 2Θβ +K1NΘδθ)2
N2

2Θ1−β . (A.11)

They reveal three important properties. First, Qi(Θ) increases from 0 then

decreases to 0, i.e., unimodal, in Θ. Second, when Qi increases, it is concave.

Third, Q0 has the maximum earlier than Q1. In addition, Q0(Θ) =Q1(Θ) has

the unique solution ΘQ for Θ > 0 since lim
Θ→0

Q0(Θ0)
Q1(Θ0) = 2 , lim

Θ→∞
Q0(Θ0)
Q1(Θ0) = 1/2,
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and Q0(Θ0)
Q1(Θ0) is decreasing as shown below.

∂

∂Θ0

Q0(Θ)
Q1(Θ)

=−3K1NΘδθ−1 K0Nδθ + (δθ−β)Θβ

(K0N + Θβ + 2K1NΘδθ)2 < 0.

Concave increasing Qi and Q′0(0)>Q′1(0) implies that Q0 must be decreasing

in Θ>ΘQ.

Notice that Q1(Θ1) is the optimal decision instead of Q1(Θ0), where Θ1 >Θ0

for Θi > ΘMR according to Claim A.2 ΘMR < ΘQ. One can construct an

interval [γQ0 , γ̄] such that Θ0(γ̄) = ΘQ− ε for arbitrarily small ε > 0 and

Θ0(γQ0 ) = ΘQ. If Q1(Θ0) is increasing as γ decreases from γ̄ to γQ0 or

equivalently as Θ0 increases from ΘQ− ε to ΘQ, Q1(Θ1) is also increasing

but Q1(Θ1) < Q1(Θ0). Thus, the cross point Θρ ≥ ΘQ. Similarly, when

Q1(Θ0) is decreasing as γ decreases in the same interval, Q1(Θ1) is decrea-

sing but Q1(Θ1) > Q1(Θ0) and Θρ < ΘQ. Therefore, there exists a unique

γρ such that Qρ = Q0(γρ) = Q1(γρ). This also proves that γρ < γΘ since

Q0(Θ0(γ))>Q1(Θ1(γ)) for γ > γρ and Q0(Θ0(γΘ))>Q1(Θ1(γΘ)).

3. ∃γsw.

The social welfare is the sum of two firms’ profits and the consumer surplus.

Suppose Tier 1 mimics Tier 0’s quality decision, i.e., Θ1 = Θ0 = θ. If we let

X =K0N+θβ and Y =K1Nθδθ , the social welfare under different leaderships

can be written

Πss
0 =Nθ2β 2X+ 6Y +Nθβ

8(X+ 2Y )2 −γθδd ,

Πss
1 =Nθ2β 6X+ 2Y +Nθβ

8(2X+Y )2 −γθδd .

129



www.manaraa.com

Furthermore, let X = aY for a 6= 0. Then, the comparison is equivalent to

Πss
1 −Πss

0 =
( 6a+ 2

(2a+ 1)2 −
2a+ 6

(a+ 2)2

) 1
Y

+Nθ2β
( 1

(2a+ 1)2 −
1

(a+ 2)2

)
.

One can verify that a < 1 or X < Y is necessary for Πss
1 < Πss

0 . Since δθ > β,

X < Y for large enough θ or low enough γ. Moreover, θ is suboptimal for

Tier 1. Hence, there still exists γsw with the optimal quality decision Θ1.

We prove part (b). For γρ < γΘ, we already proved while proving ∃γρ.

We also showed that when Tier 1 mimics Tier 0, the social welfare under Tier 1

leadership is greater if X < Y . Claim A.3 below shows that X ≥ Y at γ = γΘ. For

X < Y , θ should be large enough or γ is low enough, i.e., γ < γΘ. Thus, γsw < γΘ.

Claim A.3. X ≥ Y at γ = γΘ, where X =NK0 + θβ and Y =NK1θδθ .

Proof of Claim A.3. At γ = γΘ, the marginal revenue of the leaders are equal, i.e.,

MR0(θ) =MR1(θ). Assume that the denominator of MR0(θ) is larger than that

of MR1(θ), which can be expressed

NK0 + θβ + 2NK1θ
δθ > 2NK0 + 2θβ +NK1θ

δθ

≡NK1θ
δθ >NK0 + θβ. (A.12)

Then, the numerator of MR0(θ) must be larger than that of MR1(θ).

2βNK0 +βθβ + 2(2β− δθ)NK1θ
δθ > 4βNK0 + 2βθβ + (2β− δθ)NK1θ

δθ

(2β− δθ)NK1θ
δθ > 2βNK0 +βθβ. (A.13)
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After multiplying (2β− δθ) at (A.12) and relating it to (A.13), we have

(2β− δθ)NK0 + (2β− δθ)θβ > 2βNK0 +βθβ

≡−δθNK0 + (β− δθ)θβ > 0. (A.14)

However, (A.14) does not hold since β ≤ 1< δθ by assumption.

For the proof of part (c), we prove that γΘ increases in K1 first. Sub-

sequently, we show that γρ and γsw also increases in K1. Note that MRi(θ) is

decreasing in K1 since the degree of K1 in the denominator is higher than that in the

numerator. Moreover, MRi(0) is not affected by K1. Since MR0(0)>MR1(0) and

MRi is decreasing in K1, if MR0 is decreasing faster than MR1, γΘ is increasing

in K1, where γΘ is defined where MR0(θ) = MR1(θ). Thus, we want to prove

∂MR0/∂K1 < ∂MR1/∂K1, which is equivalent to ∂MR0
∂K1

/∂MR1
∂K1

> 1.

∂MR0
∂K1

/
∂MR1
∂K1

=
(2NK0 + 2θβ +NK1θδθ

NK0 + θβ + 2NK1θδθ

)3

· 2(2β+ δθ)NK0 + 2δθθβ + 4NK1(2β− δθ)θδθ
2(2β+ δθ)NK0 + 2δθθβ +NK1(2β− δθ)θδθ

.

The second fraction is clearly greater than 1. The first fraction is greater than 1 by

Claim A.3. Therefore, γΘ increases in K1.

Next, recall that we established existence of γρ on an interval (γQ0 ,γΘ), where

Q0(Θ0(γQ0 )) =Q1(Θ0(γQ0 )) and Θ0(γΘ) = Θ1(γΘ). For Q0(Θ0(γQ0 )) =Q1(Θ0(γQ0 )),

NK0 + Θ0(γQ0 )β =NK1Θ0(γQ0 )δθ . Applying Implicit function theorem, we obtain

Θ0(γQ0 ) decreases in K1, which is equivalent to γQ0 increases in K1. Hence, γρ is

interior to the interval where both endpoints are strictly increasing in K1. For every

K1 we construct ∆K1 > 0 such that γQ0 (K1 + ∆K1) = γΘ(K1), which guarantees

that γρ01(K1 + ∆K1)> γρ01(K1). Similarly, it can be proved that γsw increases in
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K1.

Proof of Proposition 1.3. We want to show if Tier 1 wants Tier 0 to be the invest-

ment anchor. First, consider Tier 0’s incentive compatibility. If Tier 0 does not

take the anchoring offer, no investment is made. So is its profit. Next, Tier 1 should

be better off by being the follower. These can be expressed as

0≤ V0|0(γ), (A.15)

V1|1(γ)≤ V1|0(γ), (A.16)

where Vi|j(γ) is Tier i’s optimal value function with respect to γ under Tier j’s

anchoring. Since the leader’s profit is decreasing in γ, there exists γ̄0 and γ̄1 such

that (A.15) holds for γ ≤ γ̄0 and V1|1(γ)≥ 0 for γ ≤ γ̄1 respectively.

We first show γ̄1 < γ̄0. Assume γ̄1 ≥ γ̄0. Then, whereas Tier 1’s optimal

profit is zero at γ̄1, Tier 0’s profit should be negative if Tier 0 invests any. Let Θ̄1

denote Tier 1’s optimal quality decision at γ̄1. Assume that Tier 0 also mimics

this decision. According to Lemma 1.1, if K0 ≥K1Θ̄δθ
1 − Θ̄β

1/N , Tier 0’s profit is

greater than or equal to Tier 1’s although Tier 0’s decision is suboptimal. Notice

that if K0 is relatively larger than K1, the equation holds implying that Tier 0’s

profit is positive, showing that γ̄1 < γ̄0. For γ ∈ (γ̄1, γ̄0), both (A.15) and (A.16)

hold as V1|0(γ)≥ 0 despite its suboptimal decision Θ̄1. If Tier 0 adopts the optimal

decision, (A.16) holds even for some γ < γ̄1.

Next, consider γ goes to 0. Again, according to Lemma 1.1, if δθ ≤

2β, then optimal qualities under different leadership increases arbitrarily large.

Even if Tier 1 mimics Tier 0’s optimal quality decision Θ0, lim
Θ0→∞

Π1|1(Θ0)
V1|0

=

lim
Θ0→∞

(K0N+Θβ0 +2K1NΘδθ0 )2

K1NΘδθ0 (2K0N+2Θβ0 +K1NΘδθ0
> 1. This implies that there exists γ1 such that

V1|1(γ) > V1|0(γ) for γ < γ1 and (A.15) and (A.16) hold for γ ∈ [γ1, γ̄0]. Thus, if
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γ < γ1, Tier 1 is the investment anchor in equilibrium. When γ1 ≤ γ < γ̄0, Tier 0

is the anchor.

Proof of Lemma 1.2. In general, Tier l investment anchor should solve the following

problem to determine how much to invest in cost reduction R&D:

max
x

Πl|l(x|θ) = θβ

2 Ql(x)− ηx

K1−x
,

where Ql(x) is the optimal quantity for a cost reduction x obtained from Lemma

1.1 by replacing K1 with K1−x. By solving the first order condition, one can get

the optimal cost reduction xl. For example,

x1(θ) = 4
√
ηK1θβ−

δθ
2 (θβ +K0N) +K1(8ηθβ + 8ηK0N + 4ηK1Nθδθ−Nθ2β)

n(4ηK1θδθ− θ2β) ,

which decreases in η since ∂x1/∂η < 0. Thus, we obtain

η1(θ) = K1N2θ2β+δθ

4(2θβ + 2K0N +K1Nθδθ)2 .

x0(·) and η0(·) can be derived similarly. Now, we establish the relationship between

η0 and η1 with respect to θ. Define h(θ) as follows for convenience.

h(θ) , η0(θ)
η1(θ) = 2(2K0N + 2θβ +K1Nθδθ)2

(K0N + θβ + 2K1Nθδθ)2 .

Note that h(0) = 8, limθ→∞h(θ) = 1/2, and h′(θ)< 0. Thus, there exists a threshold

θ̄ such that η0 > η1 for θ < θ̄. By equating h(θ) = 1, we characterize θ̄ as θ̄β =
N
7 (3
√

2K1θδθ−7K0−2K1θδθ), which leads η0(θ̄) = η1(θ̄) = 9−4
√

2
36K1

θ2β−δθ , η̄. Since

ηi(θ) is increasing in θ, η1(θ)≤ η0(θ)≤ η̄ for θ ≤ θ̄ and η̄ < η0 < η1 for θ > θ̄.
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Proof of Proposition 1.4. For part (a), xi ≥ 0 for η ≤ η̄. Then,

x0(θ)−x1(θ)≡ 2√
ηθ2β+δθ −2ηθδθ

− 1√
2ηθ2β+δθ −4ηθδθ

≡ 9−4
√

2
36K1

θ2β−δθ −η

= η̄−η ≥ 0.

Therefore, x0(θ)≥ x1(θ).

For part (b), with the results from Lemma 1.2, market coverages for η ≤ η̄

are

Q0(x0(θ)) =
θβ−2

√
2K1ηθδθ

2(K0 + θβ/N) ,

Q1(x1(θ)) =
θβ−2

√
K1ηθδθ

4(K0 + θβ/N) .

It is easy to see that Q0/Q1 is decreasing from 2 to −∞ as η increases 0 to θ2β−δθ/4.

By equating Q0/Q1 = 1, we obtain ηρ , 9+4
√

2
196K1

θ2β−δθ < η̄ such that Q0 ≥ Q1 for

η ≤ ηρ.

For part (c), Tier 1’s profits under each leadership for η≤ η̄ can be expressed

as

Π1|1 = 8K0Nη+ 8ηθβ +Nθ2β−4N
√
K1ηθβ+δθ/2 + 4K1Nηθδθ

8K0N + 8θβ ,

Π1|0 =
√

2K1ηNθβ+δθ/2−4K1Nηθδθ

4K0N + 4θβ .

134



www.manaraa.com

For the supplier to be better off by being the follower, Π1|1−Π1|0 ≤ 0. However,

Π1|1−Π1|0 ≡ 8K0Nη−2(2 +
√

2)
√
K1ηNθ

β+δθ/2 + 12K1Nηθ
δθ + θβ(8η+Nθβ)

= (8K0N + 8θβ + 12K1nθ
δθ)y2−2(2 +

√
2)
√
K1Nθ

β+δθ/2y+nθ2β,

where y =√η. Tier 1’s profit difference is the quadratic equation with respect to y.

Since its discriminant −8Nθ2β(4K0N +4θβ +(3−2
√

2)K1Nθδθ)< 0, the difference

is positive for η ≤ η̄.

Lemma A.3. Consider a supply chain under revenue sharing. Tier 1 leader’s

optimal production quantity and profit are

Q0(Θ) =NΘβ/(4K0N + 2(2−λ)Θβ +K1NΘδθ),

Π1|1(Θ) = NΘ2β

8K0N + 4(2−λ)Θβ + 4K1NΘδθ
−γΘδD .

Proof of Lemma A.3. Tier 1 leader’s profit function without development cost is

Π1|1(q) = λp(q)q+w(q)q−K1Θδθq2

= p(q)q− (1−λ)Θβ

N
q2− (2K0 +K1Θδθ)q2, (A.17)

where w(q) = (1− λ)(N − 2q)Θβ/N − 2K0q under optimality. Notice that the

revenue sharing is equivalent to the wholesale price only contract when λ= 0, i.e.,

(A.17) = (1.3). Moreover, if λ = 1, the second term in (A.17), the loss due to

double marginalization, is zero. The first order condition with respect to q gives Q0.

Replacing q with Q0 in Π1|1(q), we obtain its profit in terms of Θ with development

cost.

Proof of Proposition 1.5. Let πi|j denote Tier i’s profit under Tier j’s anchoring.
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For Tier 1 to be better off under Tier 0’s anchoring,

π1|1(θ1)≤ π1|0(θ0), (A.18)

0≤ π0|0(θ0). (A.19)

We define θj as the optimal quality improvement decision under Tier j’s anchoring.

Tier 1’s profit function when it is the leader is

π1|1(θ) = Nθ2β

8K0N + 4(2−λ)θβ + 4K1Nθδθ
−γθδD .

We have shown that there exists γ1 under (over) which the equilibrium is Tier 1 (0)

in Proposition 1.3 under the wholesale price contract, i.e., λ= 0. As λ increases, π1|1

increases and the supplier is more likely to be the anchor in equilibrium, implying

that γ1 increases in λ. We will shows that there exists a corresponding finite

threshold γ for λ= 1, i.e. the manufacturer (Tier 0) can still be the anchor.

We know that πi|i decreases in γ for δθ ∈ (1,2β] from Proposition 1.3. Thus,

there exists γ̄i over which Tier i anchor’s IR constraint does not hold. If K0 >K1θδθ ,

then π0|0(θ1) ≥ π1|1(θ1). That is, the Tier 0 anchor earns more than the Tier 1

anchor in spite of Tier 0’s suboptimal decision that mimics Tier 1’s decision. Thus,

for large enough K0/K1, γ̄1 < γ̄0. Therefore, for γ ∈ (γ̄1, γ̄0), both (A.19) and

(A.18) hold. Being similar to the proof in Proposition 1.3, one can show that

π1|1(θ0)/π1|0(θ0) converge to a constant which is greater than 1 as γ decreases and

θ0 increases, implying that Tier 1 is the investment anchor. Thus, there exists

a threshold γ1
R < γ̄0 under (over) which Tier 1 (0) is the investment anchor in

equilibrium.

Proof of Lemma 1.3. Let πs (Πs) and π1 (Π1) denote the supplier’s (supply chain’s)
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profits with respect to a quality level θ under the simultaneous and the sequential

procurement with Tier 1 initiator contracts, respectively. If the same quality level

is given for both cases, it is evident that the supplier becomes worse off under the

simultaneous case since the firm does not have the first mover advantage but the

supply chain is better off, i.e. π1(θ)> πs(θ) and Π1(θ)< Πs(θ).

First, we show that for a small γ, Π1 <Πs. The first order conditions for πs

and π1 are as follows.

∂πs
∂θ

=−δDγθδD−1 + K1N2θ2β+δθ−1(δθθβ +K0N(2β+ δθ) +K1N(2β− δθ)θδθ)
4(θβ +K0N +K1nθδθ)3 = 0,

(A.20)

∂π1
∂θ

=−δDγθδD−1 + Nθ2β−1(2βθβ + 4βK0n+K1n(2β− δθ)θδθ)
4(2θβ + 2K0N +K1Nθδθ)2 = 0. (A.21)

Notice that if δθ ≤ 2β, both fraction terms in (A.20) and (A.21) are always positive

and there exist solutions solving both first order conditions. The highest degree

of θ in each fraction term is 2β− δθ−1< 0 because 1< δθ ≤ 2β and 0< β ≤ 1. It

implies that each fraction term decreases to zero as θ goes to infinity. Thus, as γ

decreases, θ should increase to satisfy the first order conditions. Next, suppose the

supplier under the simultaneous contract mimics the supplier under the sequential

contract. For θ solving (A.21), we obtain the following by rearranging (A.21).

γ = Nθ2β−1(2βθβ + 4βK0N +K1N(2β− δθ)θδθ)
4δDθδD−1(2θβ + 2K0N +K1Nθδθ)2 .

However, substituting the same θ in (A.20) results in

γ′ = K1N2θ2β+δθ−1(δθθβ +K0N(2β+ δθ) +K1N(2β− δθ)θδθ)
4δDθδD−1(θβ +K0N +K1Nθδθ)3 ,
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where γ′ may be different from γ. However,

lim
θ→∞

γ

γ′
= lim
θ→∞

K1Nθδθ(2θβ + 2K0N +K1Nθδθ)2

(θβ +K0N +K1Nθδθ)3

· δθθ
β +K0N(2β+ δθ) +K1N(2β− δθ)θδθ
2βθβ + 4βK0N +K1N(2β− δθ)θδθ

=1.

This implies that for a small γ, the optimal quality levels under different contracts

are negligible and Πs > Π1.

Second, we prove for a large γ, Πs ≥ Π1. Define θs(γ) = argmax
θ≥0

πs(θ|γ).

Since πs is continuous and differentiable for θ > 0, there exists some θs(γ̄) such that

πs(θs(γ̄)) = 0 and π′s(θ)|θ=θs(γ̄) = 0. By solving each condition with respect to γ,

we have the following equation at γ = γ̄.

K1N2θ2β−δD+δθ

4(K0N + θβ +K1Nθδθ)2 =K0N(2β+ δθ) + δθθ
β +K1N(2β− δθ)θδθ

(K0N + θβ +K1Nθδθ)3

·K1N2θ2β−δD+δθ

4δD
(A.22)

Since θs(γ̄) solves (A.22) and is greater than 0, after rearranging terms we have

K0N(−2β + δD − δθ) + (δD − δθ)θs(γs)β +K1N(−2β + δD + δθ)θs(γs)δθ = 0. We

remind that β < δθ and β < δD, resulting in −2β+ δD + δθ > 0. Thus, for this

equation to have the solution regardless of K0 and K1, −2β + δD − δθ < 0 or

δD− δθ ≤ 0. As the latter implies the former, the former is a weaker condition for

the existence of γ̄. Therefore, for −2β+ δD− δθ < 0, there exists γ = γ̄ such that

θs(γ̄)> 0 and π1(θs(γ̄))> πs(θs(γ̄)) = 0. Since θs(γ̄) is suboptimal for π1, π∗1 > 0.

Hence, there exists some γ > γ̄ such that πs = 0 but π∗1 > 0, resulting in Π1 >Πs

or equivalently the supply chain is better off under the sequential contracting.
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Appendix B

Proofs for Chapter 2

Proof of Proposition 2.1. For the part (i), suppose the technology is licensed under

SSB and vl ≥ αvh. Consider M ’s product line decision. It is clear that if Extension

is feasible, Standard is not optimal since M can mimic Standard by setting two

products quality equal in Extension. Thus, M compares Extension and Niche for

given w and t. According to Moorthy and Png 1992 where δm = 2, there is quality

distortion for the lower quality product when M offers two different productions,

which results in M ’s profit as expressed in LHS of the following equation (B.1).

For Niche, M sells one product at the most expensive price to h segment and earns

RHS of (B.1).

v2
l −2αvlvh+αv2

h

4cf (1−α) t2−w ≥ α
((vhtαγ)2

4cf
−w

)
(B.1)

Let wIR be w such that M ’s profit from Extension is zero. If v2
l −2αvlvh+αv2

h
4cf (1−α) ≥

(vhtαγ)2

4cf , Extension is optimal even at w = wIR regardless of t. After solving this

condition with respect to γ, we obtain γ , ln
((

vl
vh
−α

)2
1

1−α +α
)
/2lnα.

Next, consider S of which profit is πs(w) = (w(1− r)− cs)D for D ∈ {1,α}.
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If γ ≥ γ, wIR is the optimal price for Extension. S compare this profit to Niche

by setting w = whIR where RHS of (B.1) is zero. Since we already show that

wIR ≥ whIR for γ ≥ γ, w = wIR is also optimal, if S’s IR condition is satisfied, i.e.

r ≤ 1− cs/wIR.

Finally, TP ’s problem is also to choose between Extension and Niche to

maximize its profit

max
t,r

πI(t,r) =


−cttδi +wIRr Extension,

−cttδi +whIRrα Niche.

It is clear that Extension is optimal by setting r = 1− cs/wIR. Therefore, M ’s

profit is sequentially extracted by S and then by TP . In short, TP integrates the

supply chain. The same thing holds for general δm > 1, where γ , δm−1
δm

log
(
α+(

1
1−α

) 1
δm−1

(
vl
vh
−α

) δm
δm−1

)
/ log(α).

For the part (ii), consider γ > 1/2 so that 1/α < 1/αγ+1/2. For 1/α < vh/vl,

Extension is infeasible. The manufacturer should choose between Standard or

Niche. Its profit under Standard is (vlt)2/4cf −w. By comparing this to Niche

profit, we derive a threshold wholesale price v2
l −v

2
hα

1+2γ

4cf (1−α) t2 over which Niche is

chosen. Notice that v2
l − v2

hα
1+2γ < 0 is equivalent to 1

αγ+1/2 <
vh
vl
, which implies

that Niche is chosen for any w > 0. That is, the manufacturer does not deviate

from Niche. So does the supplier. Hence, TP adopting SSB can extract all the

profits from downstream without incurring any negative impacts on downstream

quality investment.

Lemma B.1. Let D1 and D2 be the demand for each manufacturer. Define

wl = 1
y

(vlt)y
(δmcf )x and wh = 1

y
(vht)y

(δmcf )x , where x= 1
δm−1 and y = δm

δm−1 . For some t and
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w = min{w1,w2}, there are three equilibria in market coverage.

1. No coverage. If w >max{wl,wh}, the market is not covered.

2. Partial coverage. If wl < w ≤ wh and αvh/vl ≥ 1, the optimal strategies and

outcomes are

(θp1, θ
p
2) =

((
vhα

γt

δmcf

)x
,
(
vhα

γt

δmcf

)x)
,

(pp1(θ1, θ2),pp2(θ1, θ2)) = (w+ cfθ
δm
1 ,w+ cfθ

δm
2 ),

(D1,D2) = (α/2,α/2),

πp1 = πp2 = 0.

3. Full coverage (l,h). If w≤min{wl,wh} or αγvh/vl < 1, the optimal strategies

and outcomes are

(θf1 , θ
f
2 ) =

((
vlt

δmcf

)x
,
(
vht

δmcf

)x)
,

(pf1(θ1, θ2),pf2(θ1, θ2)) = (vlθ1t,vht(θ2− θ1) +vlθ1t),

(D1,D2) = (1−α,α),

πf1 =
δm−1

δym

ty

cxf
vyl −w

(1−α),

πf2 =
 1
δym

ty

cxf
(δmvyl − δmvhv

x
l + (δm−1)vyh)−w

α.

Proof of Lemma B.1. Lemma B.1 is analogous to Lemma B.2. We prove a more

complicated Lemma B.2 in detail. The same proof can be easily modified for

Lemma B.1 by replacing T (1−R) with t.

Proof of Lemma 2.1. Let k = δiδm− δi− δm > 0. It implies that the technology
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improvement harder than system quality improvement and is a mild regularity

condition ensuring the existence of solutions. Because of the price competition in

Tier 1, TP can choose either the full or the partial coverages without concerning a

supplier’s deviation. For the full coverage, M ′1s IR constraint is w ≤ δm−1
cxf

(
vlt
δm

)y
where x = 1/(δm− 1) and y = δm/(δm− 1). Since TP ’s profit is increasing in r,

TP makes this constraint binding by setting r(t) = 1− cs
w = 1− csc

x
f

δm−1

(
δm
vlt

)y
and

t∗ =
(

vyl
δict(cf δm)x

) δm−1
k

. We note that t∗ is independent of cs. The optimal profit

function is

πfI = v1+zm+zi
l

δzm+1
i δzi+1

m czmt czif
k− cs,

where zm = δm
δiδm−δi−δm and zi = δi

δiδm−δi−δm .

Under the partial coverage,M1 andM2 are competing for the same h segment

and their profit functions are identical. So are IR constraints, w ≤ δm−1
cxf

(
vhα

γt
δm

)y
.

TP makes the IR constraint binding by setting r(t) = 1− csc
x
f

δm−1

(
δm

vhαγt

)y
and

t∗ =
(

(vhαγ)y
δict(cf δm)xα

) δm−1
k

. The resulting profit is

πpI = (vhαγ)1+zm+zi

δzm+1
i δzi+1

m czmt czif
α1+zmk−αcs.

It is clear that πpI is increasing in vh but πfI is not. Hence, there exists a market

inequality threshold of ṽh/vl under which the full coverage is optimal and over which

the partial coverage is optimal. The threshold is expressed as ṽh
vl

= 1
α1+γ−1/δm

(
1−

δ1+zm
i δ

1+zi
m C

v
1+zm+zi
l k

(1−α)
) k
δmδi .

Lemma B.2. Let D1 and D2 be the demand for each manufacturer. Define
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wlF (T,R) = 1
y

(vlT (1−R))y
(δmcf )x and whF (T,R) = 1

y
(vhαγT (1−R))y

(δmcf )x , where x = 1
δm−1 and

y = δm
δm−1 . For some T , R, and w = min{w1,w2}, there are three equilibria in

market coverage.

1. No coverage. If w >max{wlF ,whF}, the market is not covered.

2. Partial coverage. If wlF < w ≤ whF and αvh/vl ≥ 1, the optimal strategies

and outcomes are

(θp1F , θ
p
2F ) =

((
vhα

γT (1−R)
δmcf

)x
,
(
vhα

γT (1−R)
δmcf

)x)
,

(pp1F (θ1, θ2),pp2F (θ1, θ2)) =
(
w+ cfθ

δm
1

1−R ,
w+ cfθ

δm
2

1−R

)
,

(D1,D2) = (α/2,α/2),

Πp
1F = Πp

2F = 0.

3. Full coverage. If w ≤min(wlF ,whF ) or vl > αvh, the optimal strategies and

outcomes are

(θf1F , θ
f
2F ) =

(vlT (1−R)
δmcf

)x
,
(
vhT (1−R)

δmcf

)x,
(pf1F (θ1, θ2),pf2F (θ1, θ2)) =(vlTθ1,vhT (θ2− θ1) +vlTθ1),

(D1,D2) =(1−α,α),

Πf
1F =

δm−1
δym

T y(1−R)y
cxf

vyl −w

(1−α),

Πf
2F =

( 1
δym

T y(1−R)y
cxf

(δmvyl − δmvhv
x
l + (δm−1)vyh)

−w
)
α.

Proof of Lemma B.2. There are four cases of market coverage; no, partial low,
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partial high and full coverages. Among them, no coverage is straight forward and

partial low cannot be achieved since vl < vh. We focus on partial high and full

coverages assuming θ1 < θ2 if θ1 6= θ2 without loss of generality.

First, we analyze equilibrium under full coverage. There exists wlF > 0 such

that both firms are willing to participate if w≤wlF , which is identified as the result

of the analysis. According to one product per firm assumption, M1 has l segment

and M2 has h segment. Consumers’ IC constraints (Moorthy and Png 1992) imply

that

pf1F (θ1) = vlTθ1,

pf2F (θ2, θ1) = vhT (θ2− θ1) +p1F (θ1).

However, the optimal quality for segment l is not distorted thanks to the competition.

To see this, M1 solves

max
θ1

π1(θ1) = (pf1F (θ1)(1−R)−w− cfθδm1 )(1−α)

= (vlTθ1(1−R)−w− cfθδm1 )(1−α),

θf1F =
(
vlT (1−R)
δmcf

) 1
δm−1

.

Similarly, θf2F =
(
vhT (1−R)
δmcf

) 1
δm−1

. The full coverage equilibrium strategy and profits
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are

(θf1F , θ
f
2F ) =

(vlT (1−R)
δmcf

)x
,
(
vhT (1−R)

δmcf

)x,
(pf1F (θ1, θ2),pf2F (θ1, θ2)) = (vlTθ1,vhT (θ2− θ1) +vlTθ1),

Πf
1F =

δm−1
δym

T y(1−R)y
cxf

vyl −w

(1−α),

Πf
2F =

 1
δym

T y(1−R)y
cxf

(δmvyl − δmvhv
x
l + (δm−1)vyh)−w

α,

where x = 1
δm−1 and y = δm

δm−1 . According to πf1F , the IR constraint is w ≤
1
y

(vlT (1−R))y
(δmcf )x , wlF (T,R).

Next, the partial coverage can be achieved by either or both of manufacturers.

Since two manufacturers are identical, if one can only enter h segment because

of IR constraint, then both are competing for h segment and have equal demand.

Hence, the latter is equilibrium. They set the optimal quality at the lowest price.

The partial coverage equilibrium strategy and profit are

θpF =
(
vhTα

γ(1−R)
δmcf

)x
,

ppF (θ) = w+ cfθ
δm

1−R ,

Πp
F (θpF ,p

p
F (θpF )) = 0.

For this to be indeed optimal, the product should satisfy consumer’s IR, vhθpFTαγ−

ppF ≥ 0.

w ≤ 1
y

(vhαγT (1−R))y
(δmcf )x , whF (T,R).

145



www.manaraa.com

Lemma B.3. Suppose there are identical suppliers and manufacturers in TISC. As-

sume TP ’s participation condition holds, i.e. δi
(
δiδm
δi−1

)δi−1(
C

δm−1

) k
δm ≤A(vh)v

k
δm−1
l ,

where A(vh) = v
δm
δm−1
l −αvhv

1
δm−1
l +αv

δm
δm−1
h and C = csc

δm/k
t c

δi/k
f . Under FSB full

coverage case, the optimal decision (T,R(T )) is



(
(
cs
cf

1
δm−1

)1/δm
A(vh)

δictv
1

δm−1
l

) 1
δi−1

,1− δm

(δm−1)
δm−1
δm

(cf cδm−1
s )1/δm

vlT

 if

A(vh)v
k

δm−1
l < δiδ

2δi−2
m

(
C

δm−1

) k
δm
,(A(vh)

δict

) δm−1
k
δ
−2/k
m c

−1/k
f , δm−1

δm

 otherwise.

Proof of Lemma B.3. Notice the following.

θ1(T,R) =
(
vlT (1−R)
δmcf

) 1
δm−1

,

p1(T,R) = (vlT )
δm
δm−1

(1−R
δmcf

) 1
δm−1

, A1(T )(1−R)
1

δm−1 ,

p2(T,R|vh)) =
(

(vlT )
δm
δm−1 − (vlT )

1
δm−1vhT + (vhT )

δm
δm−1

)(1−R
δmcf

1
δm−1)

, A2(T |vh)(1−R)
1

δm−1 .
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The technology provider’s problem is

max
T,R

ΠI(T,R) =− ctT δi +R (p1(T,R)(1−α) +p2(T,R|vh)α)

=− ctT δi +R
(
A1(T )(1−R)

1
δm−1 (1−α) +A2(T |vh)(1−R)

1
δm−1α

)
=− ctT δi +R(1−R)

1
δm−1 (A1(T )(1−α) +A2(T |vh)α)

subject to cs ≤p1(T,R)(1−R)− cfθδm1 (R),

R ∈(0,1).

Let Rb(T ) and Ru(T |vh) denote optimal royalty rates for when the IR

constraint is binding and not binding respectively. We note that while Ru =

(δm− 1)/δm is independent of T and vh, Rb is depending explicitly on T and

implicitly on vh via T . Ru(T ) can be easily obtained from the first order condition.

Then, the optimal royalty rate for some T is R(T ) = min(Rb(T ),Ru(T )). When

R(T ) = Ru(T ), πI(T ) is a polynomial with respect to T with a constant term

increasing in vh. Thus, the optimal technology level Tu is increasing in vh. This

applies to the case when R(T ) =Rb(T ) and Tb is also increasing in vh.

Tu =
(
A(vh)
δict

) δm−1
K

δ−2/K
m c

−1/K
f ,

Tb =
(( cs

cf
1

δm−1

)1/δm
A(vh)

δictv
1

δm−1
l

) 1
δi−1

,

where A(vh) = v
δm
δm−1
l −αvhv

1
δm−1
l +αv

δm
δm−1
h and K = δiδm−δi−δm. After plugging

Tb in Rb(Tb) and comparing with Ru, (Tu,Ru(T )) is the solution if and only if

δi(δ2
m)δi−1

(
C

δm−1

) K
δm

<A(vh)v
K

δm−1
l ,
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where C = csc
δm
k
t c

δi
k
f . With Tb and Rb(T ), we obtain TP ’s IR

δi

(
δiδm
δi−1

)δi−1( C

δm−1

) K
δm ≤ A(vh)v

K
δm−1
l .

Therefore, the optimal solution is

(T,R(T )) =



(0,1) if A(vh)v
K

δm−1
l < δi

(
δiδm
δi−1

)δi−1(
C

δm−1

) K
δm
,

(Tb,Rb(T )) if δi
(
δiδm
δi−1

)δi−1(
C

δm−1

) K
δm ≤ A(vh)v

K
δm−1
l

< δi(δ2
m)δi−1

(
C

δm−1

) K
δm
,

(Tu,Ru(T )) otherwise.

The corresponding profit is

ΠI =



0,

cs

 δi−1

C
k

δm(δi−1)

(
1

δi(δm−1)1/δm

) δi
δi−1

(
A

v
1/(δm−1)
l

) δi
δi−1
− A

v
δm
δm−1
l

δm
δm−1

,
A1+zm

δ
1+2zi
m δ1+zm

i czmt c
zi
f

K.

Lemma B.4. Suppose there are identical suppliers and manufacturers in TISC.

For partial coverage under FSB, the optimal royalty rate decreases from Rh to Rl

as market inequality increases.

Proof of Lemma B.4. The full system price (pp) is affected by two factors w and

R. Since w is determined at cs due to the competition in Tier 1, pP is solely
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determined by R. Therefore, the technology provider solves the following problem.

maximize
T,R

Πp
I(T,R) =−ctT 3 +R

cf (θp2)δm + cs
1−R α

subject to cs > vlθ1(T,R)T (1−R)− cfθ1(T,R)δm , (B.2)

cs ≤ vhαγθp2T (1−R)− cf (θp2)δm . (B.3)

(B.2) assures the manufacturers in Tier 0 that the deviation to l segment

is not profitable and (B.3) guarantees that the concentration on h segment is

profitable. There are three candidates for the partial coverage optimal royalty rate

Rp. Let Rl and Rh be the boundary solutions for two constraints, respectively, and

Ri ∈ (Rl,Rh) denotes the feasible interior solution of the first order condition of Πp
I

with respect to R.

First, we shows that as vh increases the boundary royalty rates increase.

Let Rl and Rh be the each boundary solution for (B.2) and (B.3) respectively.

Rl = 1−
cf

(
cs

cf (δm−1)

) δm−1
δm

δm

vlT
,

Rh = 1−
cf

(
cs

cf (δm−1)

) δm−1
δm

δm

vhαγT
.

Both are clearly increasing in T . Let Tl and Th be the corresponding optimal

technologies to Rl and Rh respectively. When R is replaced with Rl,

Πp
I(T ) =−ctT δi +

(
Rlvlθ1T + Rl

1−Rl
cf (θδm2 − θδm1 )

)
α.

As vh increases, θ2 increases. So do the parenthesis term and Tl. This applies to
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Th as well. Explicitly,

Tl =
αvl

(
cs

cf (δm−1)

) 1
δm
(
−1 + (vhvl )

δm
δm−1αγ

δm
δm−1 + δm

)
ctδiδm


1

δi−1

,

Th =
vhαγ

(
cs

cf (δm−1)

) 1
δm

ctδi
α


1

δi−1

.

Next, we prove there is a threshold of vhαγ under (over) which Rh is more

(less) profitable than Rl. With all these solutions of R and T , one can compare

the profit functions which are convexly increasing in vhα
γ ≥ vl. We note that

the highest degree of vhαγ in Πp
I(Tl,Rl(Tl)) is δm

δm−1
δi
δi−1 . The highest degree of

vh in Πp
IF (Th,Rh(Th)) is δi

δi−1 , which implies that Πp
IF (Tl,Rl(Tl)) is increasing

faster. Moreover, when vhαγ = vl, Rh =Rl and Th = Tl. So are the profit functions.

Therefore, there exists a threshold of vhαγ under which (Th,Rh(T )) is optimal and

over which (Tl,Rl(T )) is.

Lastly, consider the interior solution for the royalty rate, Ri. FOC is written

as

(1− (1−Ri)δm)
(
vhα

γT (1−Ri)
cfδm

) δm
δm−1

= (δm−1) cs
cf
.

Since RHS is positive, it is necessary that Ri > 1− 1/δm. We note that LHS is

increasing and then decreasing in Ri ∈ [1−1/δm,1]. As vhαγ increases, Ri decreases

to satisfy the equation. We remind two feasibility conditions for Ri and for the

partial coverage, Rl <Ri<Rh and vhαγ ≥ vl respectively. When vhαγ = vl, Rl =Rh

and Ri is not feasible. Since Ri decreases but Rl increases in vhαγ , Ri is not feasible

for large enough vhαγ . Therefore, Rp changes from Rh to Rl as vhαγ increases.
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Proof of Lemma 2.2. We show that the partial coverage can be optimal for large

α and intermediate vh. First, we prove that Rp must be either Rh or Ri for the

partial coverage to be optimal. Assume Rp = Rl. For some T > 0, the market is

either fully or partially covered. Because the technology investment is same, the

royalty profit under the partial coverage should be greater than that under the full

coverage. For the same T and R, θ2 is the same under both coverages. However,

the competition in the partial coverage drives p2 down. The royalty profit from h

segment under the partial coverage is less than that under the full coverage. Hence,

the partial coverage with Rl cannot earn more profit than the full coverage.

Second, assume A(vh)v
K

δm−1
l = δiδ

2δi−2
m

(
C

δm−1

) K
δm and let ΠIu be the un-

constrained profit of FSB TP . We compare this to Πp
I(Th,Rh), which may be

suboptimal for the partial coverage. Let vh = vl
αγ q for some q > 1. The difference is

Πp
I −ΠIu =ct(δi−1)


vhα

γ+1
(

cs
cf (δm−1)

)1/δm

ctδi


δi
δi−1

− δm
δm−1csα

− A(vh)1+zm

czmt czif

k

δ1+zm
i δ1+2zi

m
.

After some algebra, it can be reduced to

h(q,α) , α
(
δm(δi−1)q

δi
δi−1
√
A′
α

1
δi−1 − δi

)
−A′k,

where A′ = 1− q
αγ−1 +

(
q
αγ

) δm
δm−1

α. We note that h(1,1) = 0. h’s local behavi-

ors around k = 1 and α = 1 are ∂h(1,α)
∂α |α=1 = γ(3δiδm−3δm−2δi)+δi2(δm−1)2

2(δm−1) > 0 and
∂h(q,1)
∂q |q=1 = 3δm+δi(δm−2)(2δm−1)

2(δm−1) , which is positive if δm ≥ 2 or if δm ∈ (1,2) and

δi < − 3δm
2δ2
m−5δm+2 . Thus, when α is close to 1 and ∂h(q,1)

∂q |q=1 > 0, the difference
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increases from negative to positive as q increases. However, as the highest degree of

q has negative coefficient, h becomes negative for large enough q. Apparently, when

α is small or ∂h(q,1)
∂q |q=1 < 0, h is negative. In short, FSB TP ’s optimal coverage

policy is an interval for large enough α and intermediate market inequality under

limited convexity condition.

Lemma B.5. There exists ᾱ ∈ [0,1] such that for α≤ ᾱ and ∀vh > vl, the market

is fully covered regardless of the royalty bases.

Proof of Lemma B.5. We seek for the lower bound of α under which the market is

fully covered by both SSB and FSB for all vh > vl. In Lemma 2.1, we obtain two

profit functions πfI and πpI for Full and Partial coverages with the threshold market

inequality ṽh
vl
, which is an 1-1 function of α. Let α1(vh/vl) be the inverse function

of ṽhvl . Using Lemma B.3, let us define α2(vh/vl) which solves ΠI = πpI . Note that

α2 may not exist if ΠI < πfI . Then, let ᾱ(vh/vl) = min(α1(vh/vl),α2(vh/vl)), which

always exists. Finally, we can define ᾱ = arg infvh>vl{ᾱ(vh/vl)}. For moderate

parameter values, ᾱ≈ 0.647 as illustrated in Figure B.1.

Proof of Proposition 2.2. Assume the following TP ’s participation constraints un-

der SSB and FSB, respectively, to ensure a meaningful comparison.

v
δmδi/k
l ≥ δzm+1

i δzi+1
m C/k,

δi

(
δiδm
δi−1

)δi−1( C

δm−1

) k
δm ≤ A(vh)v

k
δm−1
l .

1Parameter values are δm = 2, δi = 3, cs = 0.35, ct = 0.5, cf = 0.25,γ = 1, and vl = 1.
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Figure B.1: Technology Provider’s Optimal Business Model in vh/vl and α 1

Suppose α < ᾱ where SSB partial is not optimal. Consider FSB partial coverage.

It is clear that SSB partial dominates FSB partial since SSB TP does not impose

negative impacts on full system quality. Therefore, if α < α, the optimal policy is

either SSB full for FSB full. While πfI is constant in vh, Πf
I is increasing in vh. It

is clear that there exists a some threshold vh for TP under which SSB is optimal

but over which FSB is optimal. We define such a threshold as νI . We will show

such thresholds for each entity, namely consumer (νC) , manufacturer (νM ) and

social welfare (νSW ). Define x= 1
δm−1 and y = δm

δm−1 .

• M1: It weakly prefers FSB regardless of vh since the profit is zero under SSB

full but can be positive under FSB full.

• M2: Let π2 and Π2 be the profits under SSB and FSB. The functional forms

clearly show that both are convex increasing. If

π2 = ty

(δmcf )x
(
vyh
y
− (vh−vl)vxl

)
−w,

Π2 = (T (1−R))y
(δmcf )x

(
vyh
y
− (vh−vl)(vl)x

)
− cs.
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Π2 = π2 is equivalent to
(
vyh
y − (vh− vl)(vl)x

)
((T (1−R))y − ty) = w− cs.

Notice that RHS is positive for w > cs. For this to hold, T (1−R)> t at νM .

• l consumer: His surplus is always zero regardless of business models.

• h consumer: Let uh and Uh be h consumer’s utilities under SSB and FSB.

uh(t) = vhθ2t−p2

= vhθ2t− (vht(θ2− θ1)−vlθ1t)

= θ1t(vh−vl)

=
(

vl
δmcf

)x
(vh−vl)ty.

Similarly,

Uh(T,R) =
(

vl
δmcf

)x
(vh−vl)T y(1−R)x.

It is clear that if T y(1−R)x ≥ ty the consumer is better off under FSB.

Since y = x+ 1, T y(1−R)x > T y(1−R)y ≥ ty. That is if M2 prefers FSB, h

consumer is already better off under FSB. Thus, νC < νM .

• Innovator: We prove T < t at νI .

νI is from either the unconstrained FSB profit or the constrained FSB profit

with SSB profit. Assume that it is from the unconstrained profit function.

At νI ,

Πu
I −πI = 0,

(
v
δiδm
k

l − A
δi(δm−1)

k

δ
δi/k
m

)
= csc

zm
t czif δ

1+zi
m δ1+zm

i

1
k
.
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For LHS to be positive, vδml >Aδm−1/δm. Let A= v
δm/(δm−1)
l τ where τ > 1.

vδml −A
δm−1/δm = vδml

δm− τ δm−1

δm
> 0,

δm > τ δm−1.

The following shows that δm > τ δm−1 implies T < t.

T =
(
A

δict

) δm−1
k 1

δ
2/k
m c

1/k
f

<
(

vδml
cfδm(ctδi)δm−1

)1/k
= t,

(
A

δict

)δm−1 1
δ2
mcf

<
vδml

cfδm(ctδi)δm−1 ,

τ δm−1 < δm.

Next, consider νI is from the constrained FSB. We show that Πc
I > πI for

t = T at vh/vl = νtech. Define B = A

v
1/(δm−1)
l

. By solving t = T with respect

to B, we obtain

B = c
1−δi
k + 1

δm
f c−1/δm

s c
−1/k
t δ

−1/k
i (δm−1)

1
δm δ

1−δi
k

m v
(δi−1)δm

k
l .

Since πI is constant under the full coverage, we normalize πI,SSB = 0 without

loss of generality by setting vδiδm/kl = XC where X = δ1+zm
i δ

1+zi
m

k and C =

csc
zm
t czif . After plugging B into Πc

I and rearranging it, Πc
I ≥ 0 is equivalent to

v
δiδm−δi

k
l ≥

cs(δm−1)1/δmδ
1
k+1
m c

1
δm

+ 1
k

f c
δm−1
k

t δ
δm+k
k

i

(δi−1)(δm−1)c1/δms δ
1/k
i

(δi−1)
(
δm−1
k

)1− 1
δm
δ
−1/δm
i ≥ 1

k

k+ δm
≥
(

k

k+ 1

)δm
.
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The second inequality is derived using vδiδm/kl =XC. The third is obtained

after multiplying each side with (δm−1)/k, which holds since k(k+ 1)δm ≥

(k+δm)kδm = kδm+1 +δmkδm . Therefore, T < t at νI or equivalently νI <νtech.

Moreover, when consumers and M2 are indifferent between business models,

they require much higher technology quality, T y(1−R)y ≥ ty and T (1−R)> t

as shown above respectively. Thus, νI < νtech < νC < νM2 .

• Social Welfare: Let πSW and ΠSW be the social welfare under SSB and FSB.

πSW = πI +πS +π1 +π2 +ul+uh

=−cttδi + αvyh+ (1−α)vyl
(δmcf )x

ty

y
− cs,

ΠSW =−ctT δi + αvyh+ (1−α)vyl
(δmcf )x T y(1−R)x

(1
y

+ R

δm

)
− cs,

where πS is the suppliers profits equal to zero due to price competition.

Assume t= T . If 1/y > (1−R)x(1/y+R/δm), then SSB is preferred.

1
y
> (1−R)x

(1
y

+ R

δm

)
,

δm−1
δm

> (1−R)x δm− (1−R)
δm

,

δm− δm(1−R)x > 1− (1−R)y,

δm(1− (1−R)x)> 1− (1−R)y.

The third inequality uses y = x+1. The last inequality holds since δm > 1 and

y > x. This proves πSW > ΠSW at t= T implying νI < νSW . Next, we show

that ΠSW > πSW at νC or T y(1−R)x = ty. Gathering revenue or surplus in
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LHS and technology investment in RHS, we have the following inequality.

αvyh+ (1−α)vyl
(δmcf )x

T y(1−R)x
(1
y

+ R

δm

)
− t

y

y

> ct(T δi− tδi),

αvyh+ (1−α)vyl
(δmcf )x ty

R

δm
> 0> ct(T δi− tδi).

Therefore, the thresholds of all entities satisfy νI < νSW < νC < νM .

Proof of Proposition 2.3. In Proposition 2.2, for a given vl, small enough supply

chain cost parameters, and α < ᾱ, we show ΠI −πI and Π2−π2 are monotonically

increasing in vh from negative to positive where ΠI −πI becomes positive at a

smaller value of vh. Define vh1 such that ΠI −πI = 0 and Π2−π2 < 0. Similarly,

one can consider vh2 such that ΠI −πI > 0 and Π2−π2 = 0. Both profit difference

functions are monotone. So is their sum, ∆ , (ΠI−πI)− (π2−Π2). It is clear that

∆ is increasing between vh1 and vh2 from negative to positive. Let us define v̂h

such that ∆ = 0. Then, for vh ∈ (vh1, v̂h), M2 can have TP to adopt SSB by giving

|ΠI −πI |. For vh ∈ [v̂h,vh2), TP can implement FSB without incurring the conflict

of interests with M2 by subsidizing |Π2−π2|.

Although characterizations of vh1 and vh2 generally intractable, we can

obtain them for a special case. Consider δm = 2, δi = 3, γ = 1, and α < ᾱ. Define

A(vh) = v2
l −αvlvh+αv2

h. For some supply chain costs (ct, cs, cf ), one can define v′h
such that A(v′h)vl = 48

√
csc2t c

3
f . and TP ’s optimal decisions are the unconstrained

one for vh ≥ v′h or A(vh)vl ≥ 48
√
csc2t c

3
f . Consider TP ’s additional profit from SSB
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to FSB.

ΠI(v′h)−πI(v′h) = A(v′h)3

3456c2t c3f
−
(

v6
l

432c2t c3f
− cs

)

= 1
3456c2t c3f

(
A(v′h)3 + 3456csc2t c3f −8v6

l

)

= 1
3456c2t c3f

(
A(v′h)3−8v6

l + 3
2A(v′h)2v2

l

)
.

Note that ΠI(v′h)−πI(v′h)≥ 0 if A(v′h)≥ 2v2
l , which is equivalent to

v′h ≥
α+

√
α(4 +α)
2α vl , v′h1.

One can verify that ∆(v′h1) = −6v6
l (4 + 9α− 3

√
α(4 +α)) < 0 for α ∈ (0,1) and

A(v′h1)vl ≥
√
csc2t c

3
f ≡ v3

l ≥ 24
√
csc2t c

3
f . vh2 , vl

α+
√
α(12+α)
2α can be obtained by

equating Π2 and π2 and ∆(vh2) > 0 can be easily verified. Therefore, if v3
l ≥

24
√
csc2t c

3
f , ∆ is increasing from negative to positive between v′h1 and vh2.

Lemma B.6. For some T , the optimal royalty rate for each case is

Rb(T ) = 1−
2√cfcs
vlT

,

Ru1 = max
(

0, (2α−1)v2
l −αvlvh+αv2

h

2α(v2
l −vlvh+v2

h)

)
,

Ru2 = max
(

0,−αv
2
h+vl(vl−4αvl+ 3αvh)
2vl(vl−2αvl+αvh)

)
,

R̂(T ) =



1− 2√cf cs
T

√
1−2α

−αv2
h+2αvlvh+(1−3α)v2

l
if vh/vl ≤ 1 +

√
(1−2α)/α

and α < 1/2,

0 otherwise,
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Let R∗(T ) denote the optimal royalty rate for Full coverage under FSB, namely

R∗(T ) = argmax{ΠI(T,Rb(T ),ΠI(T,Ru1(T )),ΠI(T,Ru2(T )),ΠI(T,R̂(T ))}. Assume

ΠI(T,R∗(T ))≥ 0. Then,

R∗(T ) =



Ru2 if Ru2 <Rb(T ),Ru1 < R̂(T ), and Ru2 < R̂(T ),

Ru1 if Ru1 <Rb(T ),Ru1 > R̂(T ), and Ru2 > R̂(T ),

R̂(T ) if Ru1 ≤ R̂(T ) and Ru2 ≥ R̂(T ),

Rb(T ) otherwise.

Proof of Lemma B.6. Each royalty rate can be obtained by the first order condition

or the boundary condition after replacing M with each case. The four cases follow

their definitions. Specifically,

1. 0<B1 <B2 and M =B1

For some T , B1 <B2 is equivalent to

(
v2
l

4cf
(1−R)2T 2− cs

)
(1−α)<

(2v2
l −2vhvl+v2

h

4cf
(1−R)2T 2− cs

)
α.

When R̂(T )> 0, it equates the both sides. If Ru1 > R̂(T ) and Ru2 > R̂(T ),

then B1 <B2 holds. Additionally, if Ru1 satisfies IR condition or Ru1 <Rb(T ),

it is optimal.

2. 0<B2 <B1 and M =B2

Similarly, for B2 <B1 to hold, Ru1 < R̂(T ) and Ru2 < R̂(T ) are necessary. If

Ru2 meets this and IR condition, it is optimal.

3. 0<B1 =B2 and M =B1
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When both Ru1 > R̂(T ) and Ru2 < R̂(T ) do not hold, neither B1 < B2 nor

B2 <B1 do. Hence, B1 =B2.

Proof of Proposition 2.4. Consider α > 1/2. B2 >B1 since M2’s margin is higher

than M1, resulting in M =B1. Assume that M1’s IR is not binding. Then,

T ∗ =

(
αv2

h−αvhvl+v2
l

)2

12αcfct
(
v2
h−vhvl+v2

l

) ,
R∗ = (v2

hα−vhvlα+v2
l (−1 + 2α))

2(v2
h−vhvl+v2

l )α
.

For R∗ > 0, α > v2
l

2v2
l −vlvh+v2

h
which is implied by α > 1/2. To satisfy M1’s IR,

√
C ≤ vl(v2

l −αvlvh+αv2
h)3

48(v2
l −vlvh+v2

h)2α2 ,

which gives α’s upper bound ᾱ(vh/vl). Suppose B2 ≤B1. Since the margin of M2

is higher than that of M1, if B2 to be zero due to a high R, the margin of M1 is

negative or IR does not hold. Thus, 0 =B2 <B1 cannot be the case. If 0<B2 <B1,

then M > 0. Therefore, M = 0 or R∗(T ) =Rb(T ) only if ᾱ(vh/vl)< α < 1.

1. R∗ may not be increasing in vh/vl.

Suppose R∗ = Ru2. Ru2 > 0 if vh/vl ∈ (1, 3α+
√

4α−7α2
2α ). Its derivative with

respect to vh shows that it is negative if vh/vl >
2α−1+

√
(1−α)2+α2

α . By

comparing two bounds, we have

2α−1 +
√

(1−α)2 +α2

α
<

3α+
√

4α−7α2

2α
2
√

(1−α)2 +α2 < 2−α+
√

4α−7α2,
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since 2
√

(1−α)2 +α2 ≤ 2 and −α+
√

4α−7α2 > 0 for α < 1/2 , which is

necessary for R∗ =Ru2. Thus, Ru2 is decreasing in vh/vl. So is R∗.

2. α 6= 1/2, SSB is better for low vh/vl.

Let us normalize SSB TP ’s profit at vh = vl to zero by setting v6
l = 432C,

where C = csc
2
t c

3
f . M ∈ {0,B1,B2}. We know that FSB cannot outperform

M = 0 from the base case analysis. The other two cases are very similar. We

present the proof for M =B1.

(a) α > 1/2

B1 <B2 holds. At vh = vl, Ru1 = 1− 1
2α . For this to be the solution, it

should satisfy manufacturer’s IR, Ru1 ≤Rb(Tu1).

1− 1
2α ≤ 1− 24α

√
C

v3
l

48α2√C ≤ v3
l

α≤
(√3

4

)1/2

For 1
2 < α

(√
3

4

)1/2
, FSB TP ’s IR is

(
v6
l

3456C
1
α3 −2(1−α)

)
cs > 0

1
8α3 > 2(1−α).

Notice that both sides have the same value at α = 1/2. While LHS

convexly decreases, RHS does linearly, which means they cross once for

α > 1/2. The inequality does not hold at α=
(√

3
4

)1/2
. Therefore, when

M =B1, FSB TP cannot weakly dominate SSB for all vh/vl.
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(b) α < 1/2 and B2 <B1

One can prove this case similarly.

(c) α < 1/2 and B1 <B2

For B1 <B2 to be true,

(
v2
l

4cf
T 2(1−R)2− cs

)
(1−α)<

(
v2
h−2vhvl+ 2v2

l

4cf
T 2(1−R)2− cs

)
α.

Since α < 1/2, the inequality does not holds for small vh/vl. Thus, FSB

with M =B1 cannot weakly dominate SSB for all vh/vl.

Lemma B.7 (SSB TP ’s Optimal Decisions For Each Strategy). Let C1 = c1c2t c
3
f

and C2 = c2c2t c
3
f . Assume 432C2 ≤ v6

l and 432C2 ≤ v6
hα

8.

1. (Monopoly/Deter) If TP is the monopoly or wants to deter, her optimal

decision and profit are

(td(β), rd(t,β),wd(t,β)) =
(

v2
l

6cfct
,1, (vlt)

2

4cf

)
,

πdI = v6
l

432c2t c3f
− c2.

2. (Share) If 144C1 > β2v2
l (β2v2

l +α(1−β2)v2
h)2, sharing is not feasible. Other-

wise,

(ts(β), rs(t,β)) =
(
β2v2

l +α(1−β2)v2
h

6cfct
,1− 4cfc1

(vltβ)2

)
,

wsI(t,β) = (v2
h(1−β2) +v2

l β
2) t

2

4cf
,

πsI(β) = (β2v2
l +α(1−β2)v2

h)3

432c2t c3f
− (1−α)c1−αc2.
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If vh ≤ vl/
√
α, vs2h , πsI is increasing in β. Otherwise, it decreasing in β.

3. (Forego) If 432C1 > (vlβ)6, feasible. Otherwise, the optimal foregoing decision

and profit are

(tf (β), rf (t,β)) =
((vlβ)2

6cfct
,1− 4cfc1

(vltβ)2

)
,

πfI (β) = (vlβ)6

432c2t c3f
− c1.

Proof of Lemma B.7. 1. (Monopoly/Deter) If r = 1, no supplier can enter. The

market has one subsystem of quality 1. The optimal decision is the same to

that in Lemma 2.1.

2. (Share) Consider Tier 1 problem about subsystem price. Under Share

equilibrium, TP and S1 sell their subsystems to M2 and M1 respectively.

They set subsystem prices such that both manufacturers would not deviate.

This gives

wS(t,β) + (vlt)2

4cf
(1−β2)≤ wI(t,β)≤ wS(t,β) + (vht)2

4cf
(1−β2),

where wI and wS are the subsystem prices for TP and S1, respectively.

When these inequalities hold, the demands for TP and S1 do not change.

Thus, wS(t,β) = (vltβ)2

4cf and wI(t,β) =wS(t,β)+ (vht)2

4cf (1−β2) = (v2
h(1−β2)+

v2
l β

2) t2

4cf . If S1 were to deviate, it lowers the price to take both segments by
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setting wlhS = c2− (vht)2

4cf (1−β2). At Tier 2, TP solves the following problem.

max
t,r

πsI(t,r) =−ctt3 + rwS(β)(1−α) + (wI(β)− c2)α

subject to 0≤ wS(1− r)− c1 (B.4)

wlhS (1− r)− c1 ≤ (wS(1− r)− c1)(1−α) (B.5)

r ∈ (0,1)

Two constraints are S1’s IR and IC respectively. (B.4) is binding as πsI is

increasing in r. πSI increases in r. The royalty rate is rs(t,β) = 1− 4cf c1
(vltβ)2 . We

obtain the optimal technology level ts(β) = β2v2
l +α(1−β2)v2

h
6cf ct from the first order

condition. For the equilibrium royalty rate to be feasible, rs(ts(β),β)> 0 or

c1 <
v2
l β

2(v2
l β

2+α(1−β2)v2
h)2

144c2
t c

3
f

.

Let us check if (ts, rs) satisfies (B.5) where S1’s profit is zero. If S1’s profit

from deviation is positive, then (ts, rs) is not equilibrium. To be profitable,

wlhS > wS or c2 > (v2
h(1−β2)+v2

l β
2)(v2

l β
2+α(1−β2)v2

h)2

144c2
t c

3
f

. First, assume vl ≤
√
αvh,

(v2
l β

2 +α(1−β2)v2
h)2 is decreasing in β. If β = 1, the deviation condition is

c2 >
v6
l

144c2
t c

3
f
>

v6
l

432c2
t c

3
f
> c2 , which is a contradiction. Next, assume vl >

√
αvh.

Since (v2
l β

2 +α(1−β2)v2
h)2 is increasing in β, the deviation condition is non-

monotonic, which is a polynomial of degree 3 with respect to β2. The highest

degree coefficient is negative and β2 has one negative and one positive solutions.

Since β2 > 0, the negative solution is infeasible. It is easy to see that the

positive solution is greater than 1. The polynomial of degree 3 implies that the

function has minimum at either boundary of β ∈ [0,1]. We showed that when

β = 1, the deviation condition is infeasible. If the condition is also infeasible at

β = 0, we are done. When β = 0, c2 < α8v6
h

432c2
t c

3
f
<

α2v6
h

144c2
t c

3
f
≡ α8

3 <
(
v6
l

v6
h

)
because

vl >
√
αvh implies α3 < (vl/vh)6 and α8

3 < α3. Therefore, the deviation is not
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profitable. In addition, the resulting profit πsI is increasing in β if vh ≤ vl/
√
α.

3. (Forego) If TP foregoes, there is one subsystem of quality β. S is the monopoly

and set wS(t,β) = (vltβ)2

4cf such that M1’s IR is binding. TP sets r such that

S’s IR is binding, rf (t,β) = 1− 4cf c1
(vltβ)2 . The first order condition gives the

optimal technology level, tf (β) = (vlβ)2

6cf ct . Forego is feasible c1 ≤ ws(tf (β),β)

and βf1 , (432C1)1/6/vl ≤ β. The latter is stricter.

Proof of Lemma 2.3. We want to show that Share can be optimal for large enough

vh. That is πsI(β)≥ πdI (β) and πsI(β)≥ πfI (β). First, πsI(β)≥ πdI (β) is equivalent to

(β2v2
l +α(1−β2)v2

h)3

432c2t c3f
− (1−α)c1−αc2 ≥

v6
l

432c2t c3f
− c2

432c2t c3f (c2− c1)≥ v6
l − (β2v2

l +α(1−β2)v2
h)3

1−α . (B.6)

It is clear to see that the right hand side decreases in vh. Similarly, πsI(β)≥ πfI (β)

can be written as

(β2v2
l +α(1−β2)v2

h)3

432c2t c3f
− (1−α)c1−αc2 ≥

(vlβ)6

432c2t c3f
− c1

(β2v2
l +α(1−β2)v2

h)3−β6v6
l

α
≥ 432c2t c3f (c2− c1). (B.7)

Let us define β̄ such that (B.7) holds with equality. Then, (B.7) holds for β ≤ β̄.

(B.6) and (B.7) lead

K̄ ,
(β2v2

l +α(1−β2)v2
h)3−β6v6

l

α
≥432c2t c3f (c2− c1)

432c2t c3f (c2− c1)≥v
6
l − (β2v2

l +α(1−β2)v2
h)3

1−α ,K. (B.8)
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As vh increases, K̄ increases but K decreases. Thus, for some given c1, c2, and

β ≤ β̄, one can find vs1h .

In other words, if market inequality is sufficiently low, Share may not be

optimal and the optimal competition strategy shifts from Monopoly/Deter to Forego

as β increases.

If (B.8) does not hold, (B.6) or/and (B.6) should not hold. Observe that

(B.6) holds for low β implying that Monopoly/Deter is more profitable than Share.

Also notice that (B.7) holds for high β meaning that Forego is better than Share.

Therefore, the optimal strategies shift from Monopoly/Deter to Share to Forego in

β. In addition, (B.8) does not hold even at vh = vs2h implying that TP ’s equilibrium

profit is increasing even under Share.

Lemma B.8 (FSB TP ’s Optimal Decisions For Each Strategy). Let A = v2
l −

αvlvh+αv2
h, B = v2

l β
2−αvlvhβ2 +αv2

h, C = c1c2t c
3
f , and D = (1−β2)v2

h+β2v2
l .

1. (Monopoly) If TP is the monopoly, her optimal decision and profit are

(TM ,RM (T )) =
(

A2

6cfct(2A−v2
l )
,
αvh(vh−vl)

2A−v2
l

)
,

wMI (T,R) = (vlT )2

4cf
(1−R)2,

πMI = A6

432c2t c3f (2A−v2
l )3 − c2.

2. (Deter) If β < βD1 , deterring is not feasible. Otherwise, the optimal deterring
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decision and profit are

(TD(β),RD(T,β)) =


((√

c1
cf

1
3ct

A
vlβ

)1/2
,1− 2√cf c1

vlβ
1
T

)
if βD1 ≤ β < βD2(

1
6cf ct

A2

(2A−v2
l (1−β2)) ,

A−v2
l (1−β2)

2A−v2
l (1−β2)

)
if βD2 ≤ β

,

wDI (T,R,β) = (vlT )2

4cf
(1−R)2(1−β2) + c1,

πDI (β) =


2

3
√

3
c1
C1/4 ( A

vlβ
)3/2− c2 + c1

β2 (1− 2A
v2
l

) if βD1 ≤ β < βD2

A6

432c2
t c

3
f (2A−v2

l (1−β2))3 − c2 + c1 if βD2 ≤ β
.

where βD1 = 12
√
C(2A− v2

l )2/vlA
3 and βD2 solves vlβA

3

(2A−v2
l (1−β2))2 = 12

√
C.

πDI (β) is decreasing in β.

3. (Share) If β < βS1 , sharing is not feasible. Otherwise, the optimal sharing

decision and profit are

(TS(β),RS(T,β)) =


((√

c1
cf

1
3ct

B
vlβ

)1/2
,1− 2√cf c1

vlβ
1
T

)
if βS1 ≤ β < βS2(

1
6cf ct

B2

2B−αD ,
(A−αv2

l )β2

2B−αD

)
if βS2 ≤ β

,

wSI (T,R,β) = (v2
h(1−β2) +v2

l β
2)T 2

4cf
(1−R)2,

πSI (β) =



2
3
√

3
c1
C1/4 ( B

vlβ
)3/2− 2B

v2
l β

2 c1

+
(
c1− c1 v

2
h

v2
l

(
1− 1

β2

)
− c2

)
α if βS1 ≤ β < βS2

B6

432c2
t c

3
f (2B−αD)3 −αc2 if βS2 ≤ β

.

where β′, β′′, and βS2 solve 1
12Bvlβ =

√
C, 4

27
B3

(2B−αD+ c2
c1
v2
l αβ

2)2vlβ =
√
C and

1
12

B3

(2B−αD)2vlβ =
√
C respectively and βS1 = max(β′,β′′). If market inequality

is small enough and βS2 < β, πSI (β) increases in β. Otherwise, it is decreasing

in β.
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4. (Forego) If β < βF1 , foregoing is not feasible. Otherwise, the optimal foregoing

decision and profit are

(TF ,RF (T )) =



(( √
c1

3√cf ct
Aβ
vl

)1/2
,1− 2√cf c1

vlβ
1
T

)
if βF1 ≤ β < βF2(

Aβ2

12cf ct ,
1
2

)
if βF2 ≤ β

,

πFI (β) =


2

3
√

3ct

(
c1
cf

)3/4
(Avlβ)3/2− 2A

v2
l
c1 if βF1 ≤ β < βF2

A3β6

3456c3
f c

2
t

if βF2 ≤ β
.

where βF1 and βF2 solve 27
√
C = Avlβ

3 and 48
√
C = Avlβ

3. πSI (β) is increa-

sing in β.

Proof of Lemma B.8. 1. (Monopoly) Since the demand would not change as

long as M1 and M2 buy subsystem, TP ’s profit increases in her subsystem

price, wI . She set wI such that M1’s IR is binding.

wF,0I (T,R) = p1(θ1)(1−R)− cfθ1(T,R)2

At the first stage, Innovator’s profit function is

πI(T,R) =−ctT 3 +R(p1(T,R)(1−α) +p2(T,R)α)︸ ︷︷ ︸
Royalty profit

+wF,0I (T,R)− c2︸ ︷︷ ︸
Sales profit

.

First order condition gives the desired results.

2. Deter

(a) (Deter Strategy) She can deter the competitor by giving some discount

on its subsystem, since her subsystem has superior quality. M1 would
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buy from Innovator if its profit is non-negative (B.9) and higher with

the superior subsystem (B.10).

wI(β)≤ p1(T,R)(1−R)− cfθ1(T,R)2 (B.9)

= (vlT )2

4cf
(1−R)2

wI(β)≤ π1
1(T,R)−πβ1 (T,R) (B.10)

= (vlT )2

4cf
(1−R)2(1−β2) + c1

For Deter to be feasible, wDI ≤ wMI at the same T and R, which gives

β ≥ 12
√
C(2A− v2

l )2/vlA
3 , βD1 If (B.9) is binding, (T (β),R(T,β) =((√

c1
ct

1
3ct

A
vlβ

)1/2
,1− 2√cf c1

vlTβ

)
. R∈ (0,1) implies that β ≥ 12

√
C/Avl but

this is redundant since βD1 > 12
√
C/Avl. If (B.10) is binding, the first

order conditions give T and R. By equating the optimal technologies

from (B.9) and (B.10), we obtain βD2 .

(b) πDI (β) decreases in β.

Differentiate the first function πDI (β) with respect to β.

∂πDI (β)
∂β

≡−6 + A

v2
l

(
12−

√
3Avlβ
C1/4

)

which is negative if β > βD1 . It is apparent that the second πDI is also

decreasing in β since β has a positive coefficient in the denominator.

3. Share

(a) (Share Strategy) Suppose Innovator shares the subsystem market. It is

apparent that Innovator takes High segment thanks to higher quality

subsystem. That is M1 uses the supplier’s subsystem with quality β and
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M2 does the innovator’s one with quality 1. Let us find the wholesale

prices, (wS ,wI), in this subgame. Complementarity between technology

and component leads M1’ to lower its quality choice, θ1 = vlTβ(1−

R)/2cf . Since M2 uses the same quality subsystem, its component

quality choice is the same, θ2 = vhT (1−R)/2cf . For M1 not to deviate,

Innovator’s subsystem should be expensive. Similarly, for M2 not to

deviate, the higher quality subsystem should not be too expensive. This

implies the following condition.

v2
l
T 2(1−β2)

4cf
(1−R)2 +wS < wI ≤ v2

h
T 2(1−β2)

4cf
(1−R)2 +wS

Given this, Innovator and Supplier set their prices.

wS = (vlβ)2 T
2

4cf
(1−R)2,

wI = (v2
h− (v2

h−v2
l )β2) T

2

4cf
(1−R)2,

where wS ≥ c1 and wI ≥ c2. Innovator’s problem is as follows.

max
T,R

πI(T,R) =−ctT 3 +R
(
p1(T,R,β)(1−α) +p2(T,R,1)α

)
+ (wI(T,R)− c2)α

subject to c1 ≤ wS ,

c2 ≤ wI .

Although two constraints give two upper bounds for R, Innovator is
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constrained by c1 ≤ wS or R≤ 1−2√cfc1/(vlβT ).

max
T,R

πI(T,R) =−ctT 3 +
(

(v2
h− (v2

h−v2
l )β2) T

2

4cf
(1−R)2− c2

)
α

+R(vlβ)2 T
2

2cf
(1−R)(1−α)

+R(v2
h− (vh−vl)vlβ2) T

2

2cf
(1−R)α

subject to R≤ 1−
2√cfc1
vlβT

.

If the constraint is binding, (T,R(T )) =
(( √

c1
3√cf ct

B
vlβ

)1/2
,1− 2√cf c1

vlβ
1
T

)
.

To satisfy TP ’s IR condition, β′ ≤ β where β′ solves the following

equation.

4
27

B3

(2B−αD+ c2
c1
v2
l αβ

2)2vlβ =
√
C

To make R ≥ 0, β′′ ≤ β where β′′ solves Bvlγ3 = 12
√
C. Define βS1 =

max(β′,β′′). Then, βS1 ≤ β is necessary for feasible solutions. If the

constraint is not binding, the first order conditions give the results.

(b) There exists a threshold α̃vh(β) such that for αvh ≤ α̃vh(β) and βS2 ≤ β,

πSI (β) increases in β.

Assume βS2 ≤ β.

∂πSI
∂β
≡(−αv2

h−vl(vl−αvh)β2)5︸ ︷︷ ︸
(-)

(v2
h(v2

h−v2
l )α2︸ ︷︷ ︸

(+)

+vl(vl−αvh)(−αv2
h+ 2αvlvh− (2−α)v2

l )β2)︸ ︷︷ ︸
(-)

The first parenthesis is negative. The first and second terms in the
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second parenthesis have different signs. The sign of the derivative is

determined by the second parenthesis. Let us divide both terms with v4
l

and use y = vh/vl. The derivative is positive if

α2y2(y2−1)< (1−αy)(αy2−2αy+ 2−α)β2︸ ︷︷ ︸
(+)

.

Notice that while LHS has a solution at y = 0 or y = 1, RHS has a

solution at y = 1/α > 1. Considering their degrees, it is apparent that

there exists 1< ỹ < 1/α such that for y < ỹ(β), ∂πlhI /∂β > 0. Let α̃vh(β)

denote the corresponding αvh such that α̃vh(β) = ỹ(β)vl.

4. (Forego) Replace the subsystem quality with β and apply Proof of Lemma

B.3.

Proof of Lemma 2.4. 1. Deter cannot be optimal when αvh is large.

We prove this by showing that Deter is dominated by Share for vl = αvh.

Let vl = αvh. ΠD
I (β) is decreasing in β from ΠM

I . So does ΠS
I (β). From the

above, we know that βS1 <βD1 when αvh is large. This is also true for vl = αvh.

Similarly, βS2 < βD2 . There are two cases regarding these four threshold values.

First, βS1 < βD1 < βS2 < βD2 . If β ∈ [βS1 ,βD1 ), Share is clearly better than Deter.

If β ∈ [βD1 ,βS2 ),

ΠS
I (β)−ΠD

I (β) = (1−α)(c1(1− (1 +α)β2) +αβ2c2)/αβ2.

The difference is positive if c2 ≥ c1(1 + 1/α− 1/αβ2). We note that c2 ≤

c1/(1−α) is sufficient for the above condition. If β ∈ [βS2 ,βD2 ), Share is better.
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If β ∈ [βD2 ,1),

ΠS
I (β)−ΠD

I (β) = α3v6
h

432c2t c3f

( 1
(1 + (1−α2)β2)3 −

1
(2−α(1−β2))3

)

+ c2(1−α)− c1.

By comparing the denominators in the first parenthesis, 2−α(1− β2) >

1 + (1−α2)β2. This tells the first term is positive. If c2(1−α)− c1 > 0, then

the difference is positive.

Second, βS1 < βS2 < βD1 < βD2 . Similarly, if β < βD1 , Deter is not feasible.

Otherwise, although Deter is feasible but dominated by Share for the same

reason above. Thus, Deter is dominated by Share.

2. Deter is optimal for small β when αvh is small.

We want to show that βD1 < βS1 when αvh is small. We compare βD1 and

β′ since if βD1 < β′ then βD1 < βS1 = max(β′,β′′). Suppose β = βD1 . Let us

show Bvlβ < 12
√
C which is equivalent to B < A3

(2A−v2
l )2 . While LHS is always

increasing in vh, RHS can decrease if −v2
l + 2vh(vh−vl)α < 0 or vh is small

enough. If vh = vl, the inequality becomes v2
l (α+β2−αβ2)< v2

l and holds.

This is also true for α. Similarly, one can show for βD1 < βF1 when αvh is

small.

3. Forego is optimal if c2 ≥ cI and β is large enough and vh/vl is small enough.

From 1 and 2 above, we know that Deter cannot be optimal for large enough

β regardless of the market inequality ratio. We compare Share and Forego
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profits for β ≥max{βS2 ,βF2 }.

ΠF
I (β)−ΠS

I (β) = 1
432c2t c3f

(
A3β6

8 − B6

(2B−αD)3

)
+αc2.

The difference is positive if

c2 ≥
1
α

1
432c2t c3f

(
B6

(2B−αD)3 −
A3β6

8

)
, cI .

We note that as vh goes to infinity, cI goes to infinity too. Hence, Forego is

only optimal for small vh/vl.

4. TP is better off with a more competitive supplier than a moderate one.

Suppose market inequality is low enough and β is large enough so that Deter

is not optimal. Forego or Share is optimal. If Forego is optimal, ΠF
I (β) is

increasing in β. When Share is optimal, Lemma B.8.3 implies that ΠS
I (β) is

also increasing in β. Thus, TP is better off with a more competitive supplier.

Consider the inequality is high. R1 rules out Deter. R3 shows when Forego is

optimal. If Forego is optimal, the argument holds because ΠF
I (β) is increasing

in β.

Proof of Proposition 2.5. 1. Business model shift for low market inequality

We first prove if market inequality is low, the optimal business model changes

from FSB to SSB in β. Note that regardless of market inequality and business

models, Monopoly is optimal for small β. If so, it is clear that ΠM
I ≥ πMI . The

equality holds when vl = vh. Let β→ 1. While Forgo is optimal under SSB,

Share or Forego is optimal under FSB. In either case, there is a threshold,

α̂vh/vl, under which SSB is better than FSB according to Proposition 2.2 and
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Lemma 2.4. Assume αvh/vl is less than α̂vh/vl and
√
αvh/vl < 1. According

to Lemma B.7, π∗I is weakly increasing from πI(0) to πI(1). For FSB, there

are two cases where Deter is optimal and not. First, suppose Deter is

optimal for some β. TP ’s profit is continuous. It weakly decreases and

increases from ΠI(0) to ΠI(1) in β, which implies it cannot increase above

ΠI(1). ΠI(0) > πI(0) > ΠI(1) and πI(1) > ΠI(1) implies that ΠI and πI

cross once. Second, consider Deter is not optimal for any β. Although ΠI

is not continuous and has a upward jump when the strategy changes from

Monopoly to Share, the same reasoning works here since the profit under Share

is decreasing to a constant less than or equal to πI(1). Thus, the optimal

business model changes once from FSB to SSB.

2. Business model shift for high market inequality We show the optimal business

model changes twice from FSB to SSB to FSB in β. Suppose vh = vl/α.

By the proof of Lemma 2.4, Deter cannot be optimal under FSB. For small

enough α, FSB Forego dominates SSB Forego for all β. If SSB is optimal,

SSB Share should be better than FSB Share. That is πsI(β)>ΠS
I (β) for some

β.

Claim 1: If v6
l

432C > 1 and vh = vl
α , β

S
2 < βs1 <

√
α

1−α2 .

Proof of Claim 1. If the claim is true, 12
√
C < vlβ(v2

l β
2 +α(1−β2)v2

h) at

β =
√

α
1−α2 . We can rewrite the above using vh = vl

α as 12
√
C

v3
l

<
√

α
1−α2

1
α(1+α) .

v6
l

432C > 1 implies 12
√
C

v3
l

< 1√
3 . If

1√
3 <

√
α

1−α2
1

α(1+α) , we are done. By rearran-

ging the terms, we get α(1−α2)(1 +α)2 < 3, which holds for α ∈ [0,1].
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Let us prove βS2 < βs1. Let β = βs1. Then,

B3

(2B−αD)2 < vlβ(v2
l β

2 +α(1−β2)v2
h)

g(β)2 = 1
(1 + (1−α2)β2)2 < 1− (1−α)β2 = f(β)

g(β)2 < g(β)< f(β).

Assume β > βs1. According to Claim 1, πsI and ΠS
I are feasible for β > βs1.

πsI ≥ ΠS
I is equivalent to

(1− (1−α)β2)3− 1
(1 + (1−α2)β2)3 ≥ (1−α)α3 432C

v6
l

. (B.11)

First, we establish LHS is quasi-concave if it is positive. Second, we find the

unique maximizer β∗ such that the inequality holds. Third, we prove β∗ > βs1.

Let f(β) = 1− (1−α)β2, g(β) = 1
1+(1−α2)β2 , and ∆(β) = f(β)−g(β).

(a) Quasi-concavity

∆(β) is positive if β <
√

α
1−α2 . So is LHS. Take a look at ∆′(β).

∆′(β) = 2β
(
− (1−α) + 1−α2

(1 + (1−α2)β2)2

)
.

The parenthesis term is decreasing from positive to negative in β. ∆′(β)

increases from 0 to some positive then decreases to negative. It crosses

zero at β =
√√

1+α−1
1−α2 <

√
α

1−α2 . Since its sign changes once from positive

to negative for β ∈ [0,
√

α
1−α2 ], ∆(β) is quasi-concave if it is positive. By

Claim 2 below, LHS is also quasi-concave for β <
√

α
1−α2 .
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Claim 2: If f(x) and g(x) are decreasing in x and f(x)−g(x) is quasi-

concave, then f(x)3−g(x)3 is also quasi-concave.

Proof. Proof of Claim 2 Let ∆(x) = f(x)− g(x) and h(x) = f(x)2 +

f(x)g(x) +g(x)2. We can express f(x)3−g(x)3 = ∆(x)h(x). Consider

x1 < x2 < x3. Assume f(x)3−g(x)3 is not quasi-concave.

f(x2)3−g(x2)3 = ∆(x2)h(x2)<min(∆(x1)h(x1),∆(x3)h(x3)).

Assume ∆(x1)>∆(x3). Since h(·) is decreasing, ∆(x2)h(x2)<∆(x3)h(x3)

and ∆(x2)<∆(x3). However, ∆(x) is quasi-concave and min(∆(x1),∆(x3))

is less than ∆(x2).

(b) ∃β∗

Since v6
l /432C > 1, (1−α)α3 > (1−α)α3 ·v6

l /432C. We will prove the

existence of β∗ by showing that f(β∗)3−g(β∗)3 > (1−α)α3 for α ∈ [0,1].

Let us investigate the value function of f(β)3−g(β)3.

FOC(β) = ∂

∂β
(f(β)3−g(β)3) =−6(1−α)β · (f(β)2− (1 +α)g(β)4).

If β= 0, LHS is zero. The maximizer, β∗ solves f(β∗)2−(1+α)g(β∗)4 = 0.

By substituting this into LHS, we get

f(β)3−g(β)3 > (1−α)α3

(1 +α)3/2g(β∗)6−g(β∗)3 > (1−α)α3.

g(β) is a positive and monotone decreasing function in β. So is g(β)3.
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We can replace g(β∗)3 with x. The inequality can be rewritten as

(1 +α)3/2x2−x− (1−α)α3 > 0.

For this to hold, x= g(β)3 >
√

1−4(α−1)α3(α+1)3/2+1
2(α+1)3/2 . It implies the exis-

tence of β∗ such that β∗<
((1−

√
1−4α3√α+1(α2−1)

2(α−1)α3

)1/3
−1

)
1

1−α2

1/2

,

β̄, where β̄ solves the above inequality.

(c) βs1 < β∗

We infer a lower bound βl from
√√

1+α−1
1−α2 . Let βl = (1−α)1/4

√
2α/5
1−α2 <

(1−α)1/4
√√

1+α−1
1−α2 <

√√
1+α−1
1−α2 . We claim that βs1 < βl < β∗.

Claim 3: βl < β∗

Proof. Proof of Claim 3 We prove this by showing that FOC(βl)> 0.

625(α+ 1)(
2α
√

1−α+ 5
)4 −

((
2
√

1−α−5
)
α−5

)2

25(α+ 1)2 >0

125(1 +α)3/2 >
(
5(α+ 1)−2α

√
1−α

)
·
(
2α
√

1−α+ 5
)2

LHS is convex increasing. Let us analyze RHS.

∂3RHS

∂α3 =3
4

(
20
(
21
√

1−α−32
)
α− 310√

1−α
− 129

(1−α)3/2

− 75
(1−α)5/2 + 320

)

It is a decreasing function in α and has the maximum -145.5 at α= 0.

Thus, the third derivative of RHS is negative. This tells us that the
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second derivative is also a decreasing function.

∂2RHS

∂α2 =
α
(

6α
(
2α
(
21α+ 40

√
1−α−49

)
−160

√
1−α+ 197

))
2(1−α)3/2

+
α
(

6α
(
−560

√
1−α+ 1221

)
2(1−α)3/2 − 80

√
1−α−300

2(1−α)3/2 .

It is rather complex but one can easily check that its sign changes once

from positive to negative as α increases. Define α0 as the solution of the

second order condition, i.e. ∂2RHS
∂α2 |α=α0 = 0. The first order condition

is increasing for α≤ α0 and then decreasing afterward.

∂RHS

∂α
=

5
(
5
√

1−α+ 2
)

+α
(
2
(
9
√

1−α−20
)
α−12

√
1−α+ 15

)
√

1−α

· 2
√

1−αα+ 5√
1−α

.

When it is increasing, RHS is also convex as LHS. We note that LHS and

RHS are equal at α = 0 but LHS’s derivative is 187.5 which is greater

than RHS’s 175. LHS is greater than RHS if RHS remains convex or

α≤ α0. Now consider RHS is concave or α> α0. While LHS’s derivative

is still increasing, RHS’s is decreasing. It is clear that LHS is also greater

than RHS. Thus, we can conclude LHS is greater than RHS for all α

and FOC(βl)> 0.

Claim 4: βs1 < βl

Proof. Proof of Claim 4 If the claim is true, 12
√
C < vlβl(v2

l β
2
l +α(1−

β2
l )v2

h). Since v6
l /432C > 1 and vh = vl/α, it is sufficient to show that
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1√
3 < βlf(βl)/α. After some algebra, it is equivalent to

125
6 α
√

1−α(1 +α)3 < (5(1 +α)−2α
√

1−α)2.

We use 25(1 +α) for a proxy between them.

125
6 α
√

1−α(1 +α)3 < 25(1 +α)

α
√

1−α(1 +α)2 <
6
5

LHS has the maximum less than 1.16 at (3 +
√

65)/14≈ 0.79.

Let us show 25(1 +α) < (5(1 +α)− 2α
√

1−α)2. Observe that both

sides are 25 at α = 0. 5(1 +α)−2α
√

1−α is convex. So is RHS. The

derivative of RHS at α = 0 is 30 which is greater than LHS’s. Hence,

RHS is larger. As a result, we establish

125
6 α
√

1−α(1 +α)3 < 25(1 +α)< (5(1 +α)−2α
√

1−α)2.

Therefore, there exists an interval around β∗ such that SSB Share is preferred

to FSB Share. So is SSB to FSB.

Proof of Proposition 2.6. Consider TP adopts FSB. For the partial coverage, the

royalty rate is set such that both manufacturers are forced to compete for h segment

and all the profits are extracted to TP . Thus, manufacturers are indifferent. For

the full coverage, TP should decide whether to make M1’s IR constraint binding.

If the constraint is binding, M1 is indifferent. Otherwise, M1 is better off from the
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integration since it can attain what the inferior supplier could have earned. In either

case, M2 is better off since the superior supplier S2 sets its price w2 competitively

considering the price (c1) and the quality (β) of the inferior subsystem so that M2

procures from it. Moreover, TP ’s technology investment and royalty rate decisions

are not affected by the subsystem cost when M1’s IR is not binding. M2 earns

the same revenue incurring lower procurement cost. Thus, both manufacturers are

weakly better off by the backward-integration under FSB.

Suppose TP uses SSB. We show the case where M2 is worse off from the

backward-integration. Remind that manufacturers earn nothing under the partial

coverage. Under the full coverage, we assume that only M1 internally produces the

inferior subsystem and M2 procures from S2 and derive the equilibrium. Later, we

check if the assumption holds in equilibrium. A manufacturer’s quality and price

decisions are the same to those derived in Lemma B.12. The only supplier S2 sets

w2 = c1 + (vht)2

4cf (1−β2) in order for M2 to procure from it. M1’s profit function

with internal production is π1 = (vltβ)2

4cf − c1− c1r. We note that M1 pays c1r as the

royalty payment. If it also buys the subsystem from S2, π′1 = (vlt)2

4cf −w2. For M1

to use its integrated subsystem production,

π1−π′1 ≡ t2(1−β2)(v2
h−v2

l )≥ 4cfc1r. (B.12)

Now, let π2,n and π2,i denote the profits of non-integrated and the integrated M2,
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which can be written as follows.

π2,n(tn) =
((t2nβ2(vh−vl)2

4cf

)
α,

π2,i(ti) =
(
t2iβ

2((vh−vl)2 +v2
l )

4cf
− c1

)
α,

π2,n(tn)−π2,i(ti) =
((t2nβ2(vh−vl)2− t2i ((vh−vl)2 +v2

l )
4cf

β2 + c1

)
α

where tn and ti are the optimal technology levels for the non-integrated and the

integrated cases. Note that if t2n(vh−vl)2− t2i ((vh−vl)2 +v2
l )≥ 0, then π2,n(tn)−

π2,i(ti)> 0. That is, if tn is greater enough than ti, π2,n > π2,i and M2 is better off

when the backward-integration is not feasible. We obtained tn = v2
l β

2+αv2
h(1−β2)

6cf ct in

Lemma B.10. Let us derive ti. TP ’s problem is

max
t,r

πI(t,r) =−ctt3 + (c1(1−α) +w2α)r

s.t

0≤ πS2 , w2(1− r)− c2

0≤ π1

where πS2 is S2’s profit. This formulation means that TP can extract either M1

or S2, which turns out not tractable. Instead, we employ π̃I = −ctt3 + ( (vltβ)2

4cf −

c1)(1−α) + (w2− c2)α, implying that TP hypothetically can extract all the profits

of M1 and S2. The optimal technology t̃i = αv2
h+(v2

l −(v2
h+v2

l )α)β2

6cf ct . Notice that tn > t̃i

and limvh→∞ t2n(vh−vl)2− t2i ((vh−vl)2 +v2
l ) = 0. (B.12) also holds as vh increases

for t̃i and r ∈ (0,1). Thus, π2,n(tn)> π2(t̃i)> π2(ti). M2 can be worse off from the

backward-integration for large enough market inequality under SSB.

Lemma B.9. Suppose TP and M2 can integrate into S2 after incurring the fixed
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integration cost. For vl = αvh, if TP does not integrate into S2, then M2 does not

do so either.

Proof of Lemma B.9. In general, the complex forms of FSB profit functions hinder

us to directly show the desired result. We show a special case instead. Consider

vl = αvh. Then, M = αv2
h(1−β2)+v2

l (−1+(1+α)β2) defined in Lemma B.14 is

greater than 0, implying that both suppliers share the market for the non-integrated

TP according to Lemma B.11. Its profit is α3v6
h

3456c2
t c

3
f
. The forward integrated TP ’s

profit is α3v6
h

432c2
t c

3
f (−1+(−1+α)2β2)3−αc2−F

, where F is the integration cost. Let us define

FI such that the integration is optimal if F ≤ FI for TP .

FI = α3v6
h

3456c2t c3f

(
−1−+ 8

(1 + (1−α2)β2)3

)
−αc2.

Similarly, let F2 denote a threshold such that the backward integration is

optimal if F ≤F2 forM2. We can do so by obtainingM2’s profit under its backward

integration and non-integration. Then, F2 is written as follows.

F2 = α3v6
h(1− (1−α2)β2)

2304c2t c3f
−αc2.

If FI ≥ F2, then we are done.

FI −F2 = α3v6
h((α2−1)β2 + 1)2

6912c3fc2t ((1−α2)β2 + 1)3 ((1−α2)β2(3(1−α2)β2 + 10) + 11)

> 0.
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B.1 Business Model Adaptation with Two Diffe-

rent Suppliers for the Non-Integrated Techno-

logy Provider

Suppose the technology provider faces two different suppliers, S1 and S2,

in their manufacturing capabilities. Recall that β ∈ (0,1) denotes the inferior

supplier’s (S1’s) relative subsystem quality compared to the superior subsystem

quality 1. Let cj denote Sj ’s subsystem manufacturing cost. Without loss of

generality and to maintain consistency with the previous case, we assume that c1

is equal to c2β2, where neither supplier has an inherent advantage.2 Later, we

discuss the case in which they are not equal and continue analyzing an integrated

technology provider to study how the subsystem manufacturing integration affects

the technology business model. For ease of exposition, we adopt the common

convention of quadratic system quality cost (δm = 2, e.g. Moorthy and Png 1992;

Mussa and Rosen 1978; Krishnan and Zhu 2006) and linear technology externalities

in users (γ = 1, e.g. Lee and Mendelson 2008; Conner 1995; Sun et al. 2004) and put

a mild convex increasing technology cost assumption of δi = 3 to avoid trivial/corner

cases.3

We consider SSB first and then FSB. Unlike the base case, the manufacturers

in Tier 0 carefully weigh subsystem prices and qualities for their procurement

decisions as described in Lemma B.12 in the Appendix. Knowing this, S1 and S2

compete in Tier 1 by following strategies in Lemma B.13 in the Appendix. S2

2If c1 > c2β
2, S2 has exogenous cost/quality advantages. Otherwise, S1 does. In either case,

TP should determine the technology investment and the royalty rate only for the supplier with
advantages not to deviate.

3In Section 2.4, we obtain a mild convexity condition between δm and δi, namely k = δiδm−
δi− δm > 0. If δm = 2, then δi > 2 for k > 0. By assuming δi = 3, we have the simplest model for
more complex cases.
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excludes S1 by setting a low price to be the monopoly only when market inequality

and the royalty rate are low and S1 is weak. Otherwise, it shares the market and

becomes the local monopoly of h segment. Anticipating these suppliers’ responses,

TP decides the technology quality and the royalty rate. There are three ways to

cover the market; one for partial coverage and two for full coverage. To achieve

partial coverage, TP sets r high enough. For full coverage, TP should decide

which suppliers to use. Specifically, the market is fully covered by only S2 or by

both suppliers. In any strategy, TP in Tier 2 must resolve misalignment/incentive

incompatibility problems with Tiers 1 and Tier 0 to induce TP ’s desired market

coverage. The following lemma characterizes the optimal market coverage policy

for TP under SSB.

Lemma B.10. The SSB profit-maximizing market coverage policy with asymmetric

subsystem suppliers shifts from full coverage to partial coverage as market inequality

increases. Moreover, the technology provider induces S2 to be the only supplier for

full coverage, if (vh/vl)2 < (1− (1 +α)β2)/(α(1−β2)). Otherwise, the technology

provider prefers to have S1 and S2 to share the market.

Corollary B.1. When the market is fully covered by only S2, TP ’s profit decreases

as market inequality increases.

Lemma B.10 not only verifies that a threshold policy is still optimal as in

the base case (Lemma 2.1) but also reveals that TP may want only the superior

subsystem to be available even for full coverage. Suppose both inferior and superior

subsystems are available in the market, they are sold to each manufacturer, respecti-

vely. Because M1 procures the inferior subsystem, M2 with the superior subsystem

can differentiate its product at a much higher price than M1’s. Consider the case

where only the superior subsystem is available. In this case, M1’s full system
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quality improves, leading M2 to lower its price to make its product competitive.

At the outset, having only the superior subsystem may seem to hurt TP ’s profit.

However, when l segment is large but β is low, improving M1’s quality with the

superior subsystem increases the royalty payment from l segment substantially and

is indeed beneficial to TP . To achieve this single subsystem market, TP should set

a lower royalty rate than under the diverse subsystem market with two different

subsystems. As market inequality increases, S2 has more incentive to share the

market and become the local monopoly of h segment. To prevent this, TP should

reduce the royalty rate even more. Consequently, TP can be worse off in market

inequality (Corollary B.1). Nevertheless, if market inequality increases further, TP

decides to have two suppliers and its profit increases.

Next, we turn our attention to FSB. While manufacturers’ strategies in Tier

0 are similar to those under SSB, suppliers’ strategies in Tier 1 are different since

TP cannot directly influence the suppliers, which is characterized in Lemma B.14

in the Appendix. As we witnessed in SSB, FSB TP ’s profit can be also greater with

only the superior subsystem when both market inequality and β are low. Otherwise,

TP prefers both subsystems to be adopted. However, FSB has different impacts

on TP ’s profit as the following lemma presents.

Lemma B.11. The FSB profit-maximizing market coverage policy with asymmetric

subsystem suppliers involves full coverage for all but the extreme proportion of h

segment customers. Moreover, the technology provider induces S2 to be the only

supplier for full coverage, if (vh/vl)2 < (1− (1 +α)β2)/(α(1−β2)). Otherwise, the

technology provider prefers to have S1 and S2 to share the market.

Corollary B.2. When the market is fully covered by S2, TP ’s profit may increase

then decrease as market inequality increases.

The above results again confirm that under FSB, full coverage (but using S2)
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Figure B.2: Technology Provider’s Business Model Preference with respect to
β and vh

4

would be optimal for a wide range of parameter settings. TP ’s profit under FSB

does increase when market inequality increases from low to intermediate, which is in

sharp contrast to SSB. The rationale is as follows. To induce S2 to compete with S1

for M1, TP should make M1’s profit large enough by charging a small royalty rate

similar to SSB. Interestingly, M2 responds to this royalty discount by increasing

system quality investment, which is uniquely observed under FSB, leading more

royalty profit from M2. If market inequality becomes intermediate, the royalty rate

should be set much lower resulting in decreasing TP ’s profit in market inequality.

As market inequality becomes larger, TP decides to have two suppliers and its

profit increases in market inequality. With optimal market coverages under SSB

and FSB, we present the optimal business model for the technology provider with

heterogeneous suppliers.

Proposition B.1. In a competitive trilateral supply chain with heterogeneous

subsystem suppliers, FSB is an increasingly more attractive business model option
4Parameters are α = 0.2, ct = 0.5, c2 = 0.25, and cf = 0.2. Shaded regions are where FSB is

preferred. Otherwise, SSB is preferred.
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than SSB for higher and increasing levels of market inequality and inferior supplier’s

quality (β).

The above proposition generalizes the results of the previous section about

the technology provider’s comparative preference for SSB and FSB to the case of

heterogeneous subsystem suppliers. TP generally wants to have more differentiated

products when market inequality is high. The difference in subsystem qualities

enables TP to receive different unit royalty payments from licensors under SSB

as well as FSB. Since SSB TP can set a high royalty rate without discouraging

manufacturer’s system quality investment, SSB is superior for lower β. However, the

difference in unit royalty payment decreases to zero as β increases to 1, implying that

FSB is increasingly optimal in β as illustrated in Figure B.2. The FSB preference

order between entities in the base case (Proposition 2.2) also holds in this region.

The main results can be shown to hold if either of the suppliers has a cost advantage.

Thus our results of the comparative attractiveness of the business model options

from the previous section generalize to the case of asymmetric suppliers with quality

and/or cost advantages.

Lemma B.12 (Tier 0 Strategy, SSB). Let β1 and β2 be the subsystem procurement

choices of M1 and M2 respectively.

• (l,h): The full coverage equilibrium

The optimal procurement choices are

(β1,β2) =



(β,β) if w1 ≤min(w2− (vht)2

4cf (1−β2), (vltβ)2

4cf ),

(β,1) if w1 + (vlt)2

4cf (1−β2)< w2 ≤ w1 + (vht)2

4cf (1−β2),

(1,1) if w2 ≤min(w1 + (vlt)2

4cf (1−β2), (vlt)2

4cf .)
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The optimal qualities are (θ1(β1,β2), θ2(β1,β2)) = (vltβ1
2cf ,

vhtβ2
2cf ). The optimal

prices are (p1(θ1, θ2),p2(θ1, θ2)) = ( (vltβ1)2

2cf ,
(β2

1(v2
l −vlvh)+β2

2v
2
h)t2

2cf ).

• (h/2,h/2): The partial coverage equilibrium

The optimal procurement choices are

(β1,β2) =



(β,β) if (vltβ)2

4cf < w1 ≤ w2− (vhtαγ)2

4cf (1−β2)

and (vltβ)2

4cf < w2 ≤ (vhtαγ)2

4cf ,

(1,1) if (vltβ)2

4cf < w2 ≤ w1 + (vhtαγ)2

4cf (1−β2)

and (vltβ)2

4cf < w1 ≤ (vhtβαγ)2

4cf .

The optimal quality and price are θh = (vhtβ1α
γ)

2cf and ph = (vhtβ1α
γ)2

4cf +w(β1),

where w(β1) is the subsystem price of quality β1.

Proof of Lemma B.12. 1. The full market coverage (l,h): M1 and M2 have l

and h segments respectively.

Let us assume that M1 indeed can take l segment and analyze manufacturers’

optimal decisions. Then, we specify the necessary condition. If M1 uses

β1 ∈ {β,1} subsystem, p1(β1) = vl ·θ1(β1) · tβ1γ, θ1(β1) = vltβ1γ
2cf , and π1(β1) =

( (vltβ1γ)2

4cf −wβ1)(1−α). M1’s IR condition using β1 is

wβ1 ≤
(vltβ1γ)2

4cf
. (B.13)
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Its IC constraint for β is

πβ1 ≥ π1
1 ≡

(vltγ)2

4cf
(β2−1)− (wβ−w1)≥ 0,

wβ ≤ w1−
(vltγ)2

4cf
(1−β2).

Therefore, M1’s optimal subsystem choice is


β if wβ ≤min

(
w1− (vltγ)2

4cf (1−β2), (vltβγ)2

4cf

)
, (B.14)

1 if w1 ≤min
(
wβ + (vltγ)2

4cf (1−β2), (vltγ)2

4cf

)
. (B.15)

Similarly, M2 also has two procurement options. There are four cases of

manufacturers’ procurement decisions: (1,β), (β,β), (1,β), and (1,1).

(a) (1, β): M1 uses the superior subsystem but M2 does the inferior one.

Hence, it cannot be an equilibrium.

For M1 to use 1, (B.15) should hold. M2 sets pβ2 = vhtγ(θβ− θ1) + p1

so that h segment’s IC is binding. Then, θβ2 = vhtβγ
2cf and pβ2 (θ1

1, θ
β
2 ) =

(v2
l −vlvh+v2

hβ
2) (tγ)2

2cf . For M2 to use β, the following must hold

πβ2 (θ1
1, θ

β
2 )≥ π1

2(θ1
1, θ

1
2)

(2v2
l −2vlvh+v2

hβ
2)(tγ)2

4cf
α−wβα≥ (2v2

l −2vlvh+v2
h)(tγ)2

4cf
α−w1α

w1 ≥
(vhtγ)2

4cf
(1−β2) +wβ,

which contradicts to (B.15) for vl < vh.

(b) (β, β): Both uses the inferior subsystem. EQ if wβ ≤min(w1− (vhtγ)2

4cf (1−

β2), (vltβγ)2

4cf ).

For M1 to use β, (B.14) should hold. Then, M2’s optimal decisions are
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θβ2 = vhtβγ
2cf and pβ2 (θβ1 , θ

β
2 ) = β2(v2

l −vlvh+v2
h) (tγ)2

2cf . For M2 to use β, the

following must hold

πβ2 (θβ1 , θ
β
2 )≥ π1

2(θβ1 , θ1
2)

β2(2v2
l −2vlvh+v2

h)(tγ)2

4cf
α−wβα≥ (2v2

l β
2−2vlvhβ2 +v2

h)(tγ)2

4cf
α−w1α

wβ ≤ w1−
(vhtγ)2

4cf
(1−β2).

(c) (β, 1): EQ if wβ + (vltγ)2

4cf (1−β2)< w1 ≤ wβ + (vhtγ)2

4cf (1−β2).

(B.14) holds. Then M2 sets θ1
2 = (vhtγ)2

2cf and p1
2(θβ1 , θ1

2) = (β2(v2
l −vlvh)+

v2
h) (tγ)2

2cf .

π1
2(θβ1 , θ1

2)≥ π1
2(θβ1 , θ

β
2 )

(β2(2v2
l −2vlvh) +v2

h)(tγ)2

4cf
α−w1α≥ β2(2v2

l −2vlvh+v2
h)(tγ)2

4cf
α−wβα

w1 ≤ wβ + (vhtγ)2

4cf
(1−β2)

(d) (1,1): EQ if (B.15) holds

If M1 use 1, then M2 also uses 1 because (1, β) is not optimal. (B.15)

needs to hold.

2. The partial coverage (h/2,h/2). Both manufacturers sell only to h segment.

If (vltβγ)2

4cf < wβ and (vltγ)2

4cf < w1, M1 cannot take l and is forced to compete

in h segment with M2. I will show that both manufacturers choose the same

subsystem with respect to w1 and wβ. Suppose M1 uses β but M2 does

1. Consumers buy from M1 if vhθβ1 · tβ · γ− p
β
1 ≥ vhθ

1
2 · t · γ− p1

2 (IC) and

vhθ
β
1 · tβ ·γ ≥ p

β
1 (IR) hold. (IC) constraint implies that two firms are engaged
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in price and quality competition. As a result, the price is set to the cost

pβ1 = cfθ
β2
1 +wβ and the quality is set as high as possible. h segment’s IR

gives the upper bound for the quality.

Uh ≥ pβ1

vhθ
β
1 · tβ ·γα≥ cf (θβ1 )2 +wβ

θβ∗1 = vhtβγα

2cf

Then, pβ1 = (vhtβγα)2

4cf +wβ. Similarly, p1
2 = (vhtγα)2

4cf +w1. For h consumer to

buy from M1,

(vhtβγα)2

4cf
−wβ ≥

(vhtγα)2

4cf
−w1

w1 ≥
(vhtγα)2

4cf
(1−β2) +wβ. (B.16)

If (B.16) holds, M2 also uses β subsystem. Otherwise, M1 switches for 1

subsystem. Therefore, manufacturers sells to h if

(vltβγα)2

4cf
< wβ ≤

(vhtβγα)2

4cf
,

(vltγα)2

4cf
< w1 ≤

(vhtγα)2

4cf
.

and uses the subsystem of quality


β if (B.16) holds,

1 otherwise.
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Lemma B.13 (Tier 1 Strategy, SSB). Let (β1,β2) be the procurement choices of

M1 and M2. S1 and S2 set the prices as follows.

• If r ≤ rlh and αv2
h(1−β2) +v2

l (−1 + (1 +α)β2)< 0,

(w1,w2) =


(

c1
1−r ,

c1
1−r + (vlt)2

4cf (1−β2)
)

if r ≤ r̃(t),(
(vltβ)2

4cf , (vht)2

4cf (1−β2) +w1

)
if r̃ < r ≤ rlh.

The procurement choice is


(1,1) if r ≤ r̃,

(β,1) if r̃ < r ≤ rlh.

• If r≤ rlh and αv2
h(1−β2)+v2

l (−1+(1+α)β2)≥ 0, (w1,w2) =
(

(vltβ)2

4cf , (vht)2

4cf (1−

β2) +w1

)
and the procurement choice is (β,1).

• If rlh < r ≤ rh, (w1,w2) =
(

c1
1−r ,

c1
1−r + (vhtαγ)2

4cf (1−β2)
)
and the procurement

choice is (1,1).

, where rlh = 1− 4cf c1
(vltβ)2 , rh = 1− 4cf c1

(vhtβαγ)2 , r̃ = 1− 4c2cf (−1+α+β2)
t2(αv2

h(1−β2)+v2
l (−1+(1+α)β2)) .

Proof of Lemma B.13. First, we prove that S1 cannot be the monopoly. Assume

S1 takes both manufacturers. According to (β,β) case in Lemma B.12 and S1’s IR

condition,

c1
1− r ≤ w1 ≤ w2−

(vht)2

4cf
(1−β2)

= c2
1− r −

(vht)2

4cf
(1−β2).

The last equality follows from price competition. Since c1 = c2β2, for this inequality
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to hold, 1− 4cf c2
(vht)2 ≤ r. However, M1’s IR condition implies r ≤ 1− 4cf c2

(vht)2 , which

results in contradiction.

Next, consider r≤ rlh. S2 chooses between the monopoly (1,1) and the local

monopoly (β,1). To be the monopoly, w2 = c1
1−r + (vlt)2

4cf (1−β2). If it is the local

monopoly, it sells to only h segment at w2 = (vht)2

4cf (1−β2) + (vlt)2

4cf . Its profits are

π11
2 = (1−β2)

((vlt)2

4cf
(1− r)− c2

)
,

πβ1
2 = α

(
(v2
h(1−β2) +v2

l β
2) t

2

4cf
(1− r)− c2

)
.

Define r̃ = 1− 4c2cf (−1+α+β2)
t2(αv2

h(1−β2)+v2
l (−1+(1+α)β2)) as the royalty rate that equates both

profits. Let us check the feasibility, r̃ ≤ rlh.

rlh− r̃ > 0≡ −(1−β2)
αv2

h(1−β2) +v2
l (−1 + (1 +α)β2) > 0.

Since the numerator is negative, the denominator should be negative, which implies

market inequality and β are low. If αv2
h(1− β2) + v2

l (−1 + (1 +α)β2) < 0, S2

competes for (1,1) when r ≤ r̃ but shares for (β,1) when r̃ < r ≤ rlh. If αv2
h(1−

β2) +v2
l (−1 + (1 +α)β2)> 0, (β,1) is optimal for S2.

Lastly, consider rlh < r ≤ rh. Both supplier cannot sell to l segment. They

compete for h segment. For S2 to win,

c2
1− r ≤

c1
1− r + (vhtαγ)2

4cf
(1−β2)

c2
1− r ≤

(vhtαγ)2

4cf

r ≤ rh.
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That is S2 always win the competition and w2 = c1
1−r + (vhtαγ)2

4cf (1−β2).

Proof of Lemma B.10. We consider the partial coverage first. Lemma B.13 tells us

that S2 wins the competition for h segment. The subsystem price increases in r.

So does the royalty profit. The optimal royalty rate is set at the highest, rp = rh

with tp = (vhαγ)2α
6cf ct .

πpI = (vhαγ)6α3

432c2t c3f
−αc2

For the full coverage, there are two ways to do it, (β,1) and (1,1). If

rlh < r̃(t) or equivalently αv2
h(1−β2) +v2

l (−1 + (1 +α)β2)> 0, then (β,1) is only

feasible. Loosely speaking, when market inequality and β is high, TP is better off

by price differentiation. Since the subsystem price is independent of r, TP sets the

highest r = rlh. The optimal technology is tfβ1 = (v2
l β

2+αv2
h(1−β2))

6cf ct and the resulting

profit is

πfβ1
I (rlh) = (v2

l β
2 +v2

hα(1−β2))3

432c2t c3f
−
(
β2 + αv2

h

v2
l

(1−β2)
)
c2,

which is increasing in vh if it is positive.

Otherwise, both are feasible. (β,1) is optimal for r̃ < r ≤ rlh and (1,1) for

r ≤ r̃. In either case, TP set the highest royalty rate. Notice that TP ’s optimal

decisions for (β,1) are the same as the above. The optimal technology for (1,1) is

tf11 = M
6cf ct(−1+α+β2) , where M = v2

hαβ
2(1−β2)+v2

l (−1+β2 +α(1−β2 +β4))< 0.

The profit is

πf11
I = M3

432c2t c3f (−1 +α+β2)3 −
M

αv2
h(1−β2) +v2

l (−1 + (1 +α)β2)c2.
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We show that πf11
I >πfβ1

I when market inequality is low enough. As vh→ vl,

πf11
I −πfβ1

I > 0≡ v6
l

432c2t c3f
(1 +α+α2 + (1 +α−2α2)β2 + (1−α)2β4)− c2 > 0.

If we assume πf11
I ≥ 0, the difference is greater than zero.

To prove that πf11
I is decreasing in vh, we claim that αv2

h(1−β2) +v2
l (−1 +

(1 +α)β2))< 0 implies −1 +α+β2 < 0. Let v2
h/v

2
l = 1 + δ where δ > 0.

αv2
h(1−β2)<−v2

l (−1 + (1 +α)β2))

α(1 +k)(1−β2)<−(−1 + (1 +α)β2))

α+αk−αβ2−αkβ2 < 1−β2−αβ2

αk(1−β2)< 1−α−β2

By differentiating πf11
I with respect to vh, we get

∂πf11
I

∂vh
= (−1 +α+β2) 2αc2vhv2

l

(αv2
h(1−β2) +v2

l (−1 + (1 +α)β2))2 + αvh(1−β2)M2

72c2t c3f (−1 +α+β2)3 < 0.

When market inequality is low, (1,1) is optimal. As market inequality

increases, the optimal coverage changes to (β,1) and to the partial coverage.

Proof of Lemma B.11. In the partial coverage, both suppliers compete for h seg-

ment and S2 wins by setting w2 = c1 + (vhTαγ)2

4cf (1−R)2(1−β2). TP solves the
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following.

max
R,T

πpI (T,R) =−ctT 3 +R
(

c1
1−R + (vhTαγ)2

4cf
(1−R)(2−β2)

)
α

subject to R > 1−
2√cfc2
vlT

,Rl,

R≤ 1−
2√cfc2
vhTαγ

,Ru.

Observe that if β = 1 or R =Ru, the above profit function is the same as that in

the identical suppliers. In addition, TP ’s profit decreases more when β < 1 than

when β = 1. Lemma B.4 still holds for the general suppliers but Rp changes faster.

Consider the full coverage by S2. TP ’s problem is as follows.

max
T,R

Πf
I (T,R) =−ctT 3 +R(1−R)

(
v2
l
T 2

2cf
(1−α) + (v2

h−vhvl+v2
l )
T 2

2cf
α

)

subject to c2 ≤
(vlT )2

4cf
(1−R)2.

Observe that the optimal royalty rate is Rf = 1/2 without constraints. Let M

denote αv2
h(1− β2) + v2

l (−1 + (1 +α)β2). According to Lemma B.14, if M < 0,

Rf11 = min(R̃,1/2) is optimal for S2’s full coverage. The optimal decisions for the

full coverage by S1 and S2 follow the same reasoning. All of them can be obtained
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applying the same analysis in Lemma B.3. The optimal decisions are

(T f11,Rf11) =



(0,1) if Avl
√

M
−1+α+β2 < 27

√
C,((√

c2
cf

1
3ctA

√
−1+α+β2

vl

)1/2
,

1− 2√c2cf
T

√
−1+α+β2

M

)
if 27
√
C ≤ Avl

√
M

−1+α+β2 < 48
√
C,(

A
12cf ct ,

1
2

)
otherwise.

(T fβ1,Rfβ1) =



(0,1) if Bvl < 27
√
C,((√

c2
cf

1
3ct

B
vl

)1/2
,1− 2√c2cf

vlT

)
if 27
√
C ≤Bvl < 48

√
C,(

B
12cf ct ,

1
2

)
otherwise,

where A= v2
l −αvlvh+αv2

h, B = (v2
l −αvlvh)β2 +αv2

h, and C = c2c2t c
3
f . When the

market is covered by both suppliers, the profit function is

Πfβ1
I = 2

9
B

v2
l

c2

(
−9 +

√
3Bvl
C1/4

)
,

which resembles that in Lemma B.3 and increases in vh.

However, if the market is covered by only S2, TP ’s profit may decreases in

vh. Remind that R̃ is only feasible if M < 0. As vh increases, M increases to zero,

which drives T to increase and R̃ to decrease to zero. In short, as vh increases,

Rf11 is non-increasing. If Rf11 = 1/2, TP ’s profit is increasing. Otherwise, it is

decreasing.

Let us prove that the partial coverage is optimal within an interval where

market inequality is high. Assume that (1,1) is feasible when the partial coverage

is optimal. M < 0 or α < 1−β2

β2+v2
h/v

2
l (1−β2) . However, for the partial coverage to be

optimal,
( √

B

v
3/2
h

)1/2
≤ α. We show that 1−β2

β2+v2
h/v

2
l (1−β2) <

( √
B

v
3/2
h

)1/2
for contradiction.
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We can normalize vl = 1 without loss of generality. Take them to the power of 4.

v2
h−vhβ2 + (1 + (1−vh)vh)β4

v3
h(β2 +v2

h(1−β2)) >
(1−β2)4

(β2 +v2
h(1−β2))4

v2
h−vhβ2 + (1 + (1−vh)vh)β4

v3
h

>
v2
h−vhβ2 + (1 + (1−vh)vh)β4

v6
h

v2
h−vhβ2 + (1 + (1−vh)vh)β4

v6
h

>
(1−β2)4

(β2 +v2
h(1−β2))3

v2
h−vhβ2 + (1 + (1−vh)vh)β4

(1−β2)4 > 1>
(

v2
h

β2 +v2
h(1−β2)

)3

v2
h(1−β4)−vhβ2(1−β2) +β4 > (1−β2)2 > (1−β2)4

vh(vh(1 +β2)−β2)> 1−2β2

1−β2

Thus, if the partial coverage is optimal, πpI ≥ π
fβ1
I must be the case. Since πfβ1

I

is more convex increasing in vh, πpI ≤ π
fβ1
I for large vh. By applying the same

technique in Lemma 2.2, one can find an interval for vh with some high α.

Lemma B.14 (Tier 1 Strategy, FSB). S1 and S2 set the prices as follows.

• If R≤Rlh and αv2
h(1−β2) +v2

l (−1 + (1 +α)β2)< 0,

(w1,w2) =



(
c1, c1 + (vlT )2

4cf (1−β2)(1−R)2
)

if R≤ R̃(t),(
(vlTβ)2

4cf (1−R)2,

w1 + (vhT )2

4cf (1−β2)(1−R)2
)

if R̃(t)<R≤Rlh.

The procurement choice is


(1,1) if R≤ R̃,

(β,1) if R̃ < R≤Rlh.
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• If R≤Rlh and αv2
h(1−β2)+v2

l (−1+(1+α)β2)≥ 0, (w1,w2) =
(

(vlTβ)2

4cf (1−

R)2,w1 + (vhT )2

4cf (1−β2)(1−R)2
)
and the procurement choice is (β,1).

• If Rlh < R ≤ Rh, (w1,w2) =
(
c1, c1 + (vlT )2

4cf (1−β2)(1−R)2
)
and the procu-

rement choice is (1,1).

, where R̃ = 1− 2√cf c2
T

√
−1+α+β2

αv2
h(1−β2)+v2

l (−1+(1+α)β2) , R
h = 1− 2√cf c2

vhTαγ
, and Rlh = 1−

2√cf c2
vlT

.

Proof of Lemma B.14. Suppliers’ profits are similar to those in Lemma B.13. The

same proof can be applied.

Proof of Proposition B.1. Suppose market inequality is high enough so that the

market is fully covered by both suppliers under both business models. Let πfβ1
I (rlh)

denote TP ’s profit under SSB. We define Πfβ1
I and ΠFβ1

I

(
1
2

)
as FSB TP ’s profit

when M1’s IR is binding (if Bvl < 48
√
C) and not binding. Specifically,

πfβ1
I (rlh) = (v2

l β
2 +v2

hα(1−β2))3

432c2t c3f
−
(
β2 + αv2

h

v2
l

(1−β2)
)
c2,

Πfβ1
I = 2

9
B

v2
l

c2

(
−9 +

√
3Bvl
C1/4

)
,

ΠFβ1
I

(1
2

)
= B3

3456c2t c3f
.

First, observe that the all profit functions are increasing in vh. Then, we

compare πfβ1
I (rlh) and ΠFβ1

I

(
1
2

)
.

ΠFβ1
I

(1
2

)
−πfβ1

I (rlh) = 1
432c2t c3f

(
B3

8 − (v2
l β

2 +v2
hα(1−β2))3

)

+
(
β2 + αv2

h

v2
l

(1−β2)
)
c2,
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where B = (v2
l −αvlvh)β2 +αv2

h. Since B > v2
l β

2 + v2
hα(1−β2), the difference is

positive. As B increases in market inequality, FSB is optimal in market inequality.

For high market inequality such as vl < αvh, all profits decrease in β. We

show that FSB is preferred for β = 1. Thus, there exists a threshold in β under

(over) which SSB (FSB) is optimal.

B.2 Analysis of Multiple Technology Providers

and Proof of Proposition 2.7

Consider the base case where the subsystem suppliers are identical. Let

us introduce one more technology provider that develops either a substitutable or

complementary technology. TP1 and TP2 denote each TPs. They can choose the

business model between SSB and FSB, resulting in four combinations of business

models. We are interested in what the optimal business model in equilibrium. We

analyze the substitutable technology case followed by the complementary case. As

there are two market segments, a technology provider should decide whether to

compete with the other TP for both segments. If they compete, they are essentially

engaged in price competition, resulting in zero profits in the symmetric equilibrium

regardless of a business model. Let us consider the case where TPs are local

monopolies, or equivalently, their decisions are asymmetric.

B.2.1 Substitutable Technology Providers

Suppose both TPs adopts SSB. We define (ti, ri) as the technology quality

and the royalty rate for TPi, where t1 < t2 without loss of generality. A supplier

should also decide whether to compete for both manufacturers. It can do so by
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embedding the superior technology (t2) and sell the subsystem at a competitive

price. However, this strategy is not profitable in equilibrium, which will be shown.

First, suppose each supplier embeds a different technology, saying Si uses TPi’s

technology. That is, S1 embeds the inferior technology t1, sets the price w1 and

pays the royalties w1r1. For any w1, S2 can set w2 = (t22−t21)v2
h

4cf +w1 such that M2 is

better off by procuring from S2. Knowing this, S1 sells to M1 at w1 = (vlt1)2

4cf . Both

suppliers’ profits can be expressed as follows.

πS1 = (w1(1− r1)− cs)(1−α),

πS2 = (w2(1− r2)− cs)α.

Each supplier’s profit is binding at r∗1 = 1− 4cf cs
(vlt1)2 and r∗2 = 1− 4cf cs

(vht2)2−(v2
h−v

2
l )t21

.

One can verify that r1 < r2 for t1 < t2 and S2’s deviation of selling to both M1 and

M2 is not profitable. Therefore, for given technologies ti and r∗i , Si sells to Mi

and TPi extracts all the profits of Si in equilibrium. In short, TP1−S1−M1 and

TP2−S2 are integrated in this asymmetric equilibrium. We note that SSB is the

optimal business model for TP1, because TP1 can integrate its own supply chain.

The profits of TP1 and TP2 in equilibrium are

πI1 =
(
v6
l (1−α)2

432c2t c3f
− cs

)
(1−α),

πI2 =
(
α2v6

h−3(1−α)2v4
l v

2
h+ 3(1−α)2v6

l

432c2t c3f
− cs

)
α.
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Notice that each technology provider has a different IR constraint. To focus on

more interesting cases, we let cs = v6
l (1−α)2

432c2
t c

3
f

and vl = αvh. Then,

πI1 = 0,

πI2 = α3v6
h

432c2t c3f
(1 + (1−α)2α2(2α2−3)> 0.

Therefore, (SSB, SSB) is individually rational for each technology provider.

Next, we check TP2’s incentive to deviate to FSB. Assume TP1 and TP2

adopts SSB and FSB, respectively. When M2 procures from S1, it uses the inferior

subsystem but does not need to pay royalties. If it buys from S2, it pays royalties.

M2’s profit function for each case can be written as follows.

π2|s1 = (p2− cfθ2
2−w1)α

=
(
t21

4cf
(v2
h−2vhvl+ 2v2

l )−w1

)
α,

π2|s2 = (p2(1−R)− cfθ2
2|s2−w2)α

=
((vht2)2(1−R)2−2(1−R)vl(vh−vl)t21

4cf
−w2

)
α

S2 can set w2 low enough such that π2|s2≥ π2|s1 andM2 buys the superior subsystem

from S2. Then, TP2’s profit is written as

ΠI2 =−ctt32 +Rp2α

=−ctt32 +R
(1−R)(vht2)2−vl(vh−vl)t21

2cf
α.

The first order condition with respect to R gives R∗ = 1
2 −

vl(vh−vl)
2(vht2)2 t

2
1, which hin-

ders us from obtaining a closed form solution for t2 and checking TP2’s devi-

ation incentive. To bypass this issue, we introduce a pseudo profit function
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for TP2. Observe that if TP1 adopted FSB and M1 uses TP1’s technology,

p̃2 = (1−R) (vht2)2−vl(vh−vl)t21
2cf > p2. The resulting profit function is Π̃I2 =−ctt32 +

R(1−R) (vht2)2−vl(vh−vl)t21
2cf α > ΠI2. Since the optimal royalty rate is R̃ = 1/2,

Π̃I2(t2) = −ctt32 + (vht2)2−vl(vh−vl)t21
8cf α and we obtain the optimal technology level

t̃2 = αv2
h

12cf ct . We compare this to πI2(t2) =−ctt32 + (vht2)2−(v2
h−v

2
l )t21

4cf α. Assume SSB

TP2 mimics FSB TP2’s technology investment, which is suboptimal for SSB TP2.

Then,

πI2(t̃2)− Π̃I2(t̃2)≡ (vht̃2)2− (v2
h−v2

l )t21
4cf

− (vht̃2)2−vl(vh−vl)t21
8cf

≡ (vht̃2)2− t2l (2v2
h−vhvl−v2

l )−8cfcs

≡−1152c3fcsc2t +α2v6
h−8(1−α)2v2

hv
4
l + 4(1−α)2vhv

5
l

+ 4(1−α)2v6
l . (B.17)

The last equation, obtained by substituting t1 and t̃2 with their values, implies that

TP2 is generally better off under SSB if vh/vl is large enough and csc2t c3f is small

enough. To obtain a clearer insight, we apply the conditions defined above when

(SSB, SSB) is IR. Then, (B.17) becomes

πI2(t̃2)− Π̃I2(t̃2)≡ 1
3α

2v6
h(3 + 4(1−α)2α2(−6 +α(3 +α))> 0.

Therefore, TP2’s SSB is incentive compatible and (SSB, SSB) is the equilibrium

strategy. Since (B.17)> 0 as csc2t c3f decreases and vh increases, cs ≤ v6
l (1−α)2

432c2
t c

3
f

and

vl ≤ αvh are the sufficient conditions for (SSB, SSB) to be the equilibrium strategy.
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B.2.2 Complementary Technology Providers

Suppose there are equally important complementary technologies Ti from

TPi for i ∈ {1, 2} such that the product quality is Q = (T1T2)1/2θ. Assume that

there are two identical suppliers for each TP , leading the subsystem competition

simple.

Mi’s profit function under different technology business models can be

written as follows.

πi =



(pi(1−R1−R2)− cfθ2
i −ws1−ws2)Di (FSB, FSB),

(pi(1−R1)− cfθ2
i −ws1−ws2)Di (FSB, SSB),

(pi− cfθ2
i −ws1−ws2)Di (SSB, SSB).

We note that two subsystems should be procured at ws1 and ws2. Since these

subsystem prices affect Mi’s participation decision, we can use ws =ws1 +ws2. The

manufacturer’s quality and price decisions can be analogously obtained for the

cases of (FSB, FSB) and (SSB, SSB).

For example, both TPs adopt SSB and the full market coverage strategy.

θ1 = vl
√
T1T2

2cf and p1 = v2
l T1T2
2cf . In equilibrium, ws = p1− cfθ2

1 = T1T2vl
4cf . Since two

technologies are equally important, each TP sets its royalty rate such that it has a

half of ws. This leads Ti = v2
l

24cf c
1/3
s c

2/3
t

and πSSIi = v6
l

6912ctcsc3
f
− cs. When both TPs

use FSB, they have two forms of profit functions depending on whether M1’s IR is

binding. We know that for large market inequality, it is optimal for TP to maintain a

low royalty rate where M1’s IR is not binding. In such case, ΠFF
Ii = (v2

l −αvlvh+αv2
h)3

78732c2
t c

3
f

.

By comparing πIi and ΠIi, it is clear that (SSB,SSB) is optimal for low market

inequality and (FSB, FSB) is for high market inequality. The remaining question

is if (SSB, FSB) or (FSB, SSB) can be optimal.
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Suppose TP1 adopts SSB and TP2 does FSB. To avoid confusion from small

and large letters, we define πxyI1 as the profit of TPi when TP1 and TP2 adopt x

and y, respectively. Their profit functions can be expressed as

πSFI1 =−ctT 3
1 +w1r,

πSFI2 =−ctT 3
2 + (p1(1−α) +p2α)R.

The competition between TP1’s suppliers drives their profits zero, resulting in

w1 = cs
1−r . It implies TP1 can set w1 via r. For the full market coverage, it is

optimal to set r(R) such that M1’s IR is binding, i.e. w1 = T1T2v
2
l

4cf (1−R)2− cs.

Since TP1’s royalty rate under SSB does not affect the system quality investment

θ1 and θ2, TP2 can set the optimal royalty rate R∗ = 1/2 without considering r.

Responding to that, TP1 sets its royalty rate r∗ = 1− 16cf cs
T1T2v2

l −16cf cs
or equivalently

has w1 = T1T2v
2
l

16cf − cs. Anticipating these royalty rates, the optimal technologies are

T1 = v
4/3
l (v2

l −αvlvh+αv2
h)1/3

24·22/3cf ct
and T2 = v

2/3
l (v2

l −αvlvh+αv2
h)2/3

24·21/3cf ct
. Consequently, the optimal

profits of TPs are

πSFI1 = v6
l +v4

l vh(vh−vl)α
27648c2t c3f

−2cs,

πSFI2 = v2
l (v2

l −αvlvh+αv2
h)2

13824c2t c3f
.

We want to check that there exists a range of vh/vl such that (SSB, FSB) is an

equilibrium, which is equivalent to

πSSIi ≤ πSFIi ,

ΠFF
Ii ≤ πSFIi .
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Let us normalize πSSIi = 0 by setting cs = v6
l /6912c2t c3f . One can derive a threshold

vh1 = α+
√

28α+α2
2α vl such that for vh1 ≤ vh, πSSI1 ≤ πSFI1 . We remind that ΠFF

I1 can

have two forms depending on whether M1’s IR is binding. Consider ΠFF
I1,b which

is constrained by M1’s IR constraint. It is evident that ΠFF
I1,b is increasing in vh.

Although its form is quite complicated, one can verify that ΠFF
I1,b = (3−5·61/4)v6

l

1296c2
t c

3
f

> 0

at vh = vh1. For TP2’s FSB and vh = vh1, while TP1’s profit is zero under SSB

but strictly positive under FSB. Moreover, one can verify that ΠFF
I1,b is convexly

increasing faster than πSFI1 at vh = vh1. Hence, FSB is still optimal for TP1 for

vh1 ≤ vh and (SSB, FSB) cannot be optimal.
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Appendix C

Proofs for Chapter 3

Proof. Proof of Proposition 3.1

We remind that if ti follows exponential distribution with parameter λi

and t1, t2, · · · , tn are independent random variables, then min{t1, t2, · · · , tn} follows

exponential distribution with parameter ∑n
i=1λi. Since all the n−1 competitors

are identical, tc in (3.2) follows exponential distribution with parameter ∑λ−i =

(n− 1)λj for j 6= i. From the first order condition, i’s best response is given as

follows.

λi(λ−i) =

√
k(n)P (n)r(r+ (n−1)λj

k(n)r − (n−1)λj− r.

By using the symmetry between Firm i and Firm j, λi = λj and we obtain the

desired result.

Proof. Proof of Proposition 3.2 Note that the monopoly’s optimal investment

is λ∗i (1) =
√
P (1)
k(1) − r. We replace P (1) with k(1)r2P for P > 1. Then, λ∗i (1) =

r(
√
P −1). Similarly, we can obtain the optimal investments for a duopoly and

a three-firm oligopoly by replacing n and P (n) in Proposition 3.1with proper
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parameters. As a result, one can derive the following.

λ∗i (2) = r

8k(2)(−4k(2) +k(1)Pθ12 +
√
k(1)Pθ12

√
8k(2) +k(1)Pθ12),

λ∗i (3) = r

9k(3)(−3k(3) +k(1)Pθ13 +
√
k(1)Pθ13

√
3k(3) +k(1)Pθ13).

By equating λ∗i (n) = λ∗i (m), we derive the threshold θ̄nm. Specifically,

θ̄12 =k(2)
k(1)

(1−2
√
P )2

P 3/2 ,

θ̄13 =k(3)
k(2)

(2−3
√
P )2

P (−1 + 2
√
P )
,

θ̄23 = k(3)
k(1)2k(2) ·(9θ2

12k(1)2P 2 + 9(θ12k(1)P )3/2
√
θ12k(1)P + 8k(2)

16θ12P 2

+
2k(2)

√
θ12k(1)P

√
θ12k(1)P + 8k(2)−26θ12k(1)k(2)P

16θ12P 2

)
.
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